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Abstract

The smart cities, ideally, can use computer systems who perceive the intention of users, de-

creasing the need for human intervention to configure the environments. For this, it is necessary

to create computational applications that are increasingly adaptable and flexible, improving the

services of intelligent environments in a continuous and transparent. In this work, we present

a wireless sensor network that detects the occupation in the environment and acts in the light-

ing and cooling system in an intelligent. Also, some outliers were added to the data in order to

validate the results of the classification techniques and check their performance on noise data.

Keywords: Wireless Sensor Network, Machine Learning, Occupation.
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Resumo

As cidades inteligentes de forma ideal deveriam utilizar os sistemas computacionais para inferir

a intenção do usuários, reduzindo ao máximo a necessidade da intervenção humana para a

configuração dos ambientes. Para isto é necessário a criação de aplicações computacionais que

sejam cada vez mais adaptáveis e flexíveis, melhorando os serviços dos ambientes inteligentes

de forma contínua e transparentes. Neste trabalho apresentamos uma rede de sensores que

detecta a ocupação dos ambiente e atua no sistema de iluminação e refrigeração de forma

inteligente. Também foram inseridos outliers nos dados com intuito de validar as técnicas de

classificação em a realização de um pré-processamento nos dados.

Palavras-chave: Rede de Sensores sem fio, Aprendizagem de máquina, ocupação.
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1
Introduction

1.1 Motivation

The world population has increased over the years. We expanded from 2.6 billion people in 1950

to 7.8 billion in the year of 2020, and predictions estimate approximately 11 billion by 2100 (?).

About 90% of people spend most of their time inside their homes (Mohd Nor et al., 2013), and

a bigger population will increase energy consumption, which urges us to improve the use of

resources such as water and electricity in a world with limited resources.

With the changes in the dynamics of the cities, the population and the government must

look for actions that aim at the best use of their resources, either for mobility, communication or

energy efficiency. Information and Communication Technologies (ICT) can contribute to these

actions by creating solutions that make up smart cities. The six areas that define the central

aspects of a smart city are: Smart Economy, Smart Governance, Smart People, Smart Mobility,

Smart Environment and Smart Living discussed in (Pellicer et al., 2013).

With the emergence of smart cities, smart environments also appear, which are houses, cor-

porate buildings, industry, and the most varied types of buildings, these environments need a

closer interaction with the smart services of cities. They need to provide their preferences for

the use of different environments, such as the desired temperature, or have some systems au-

tomatically shut down. Smart cities should ideally use computer systems to infer the intention of

users, reducing as much as possible the need for human intervention to configure environments

settings. Such environments should have the ability to analyze user behavior and act directly,

helping individuals. For this, it is necessary to create computational applications that are increas-

ingly adaptable and flexible, improving the services of intelligent environments in a continuous

and transparent way.

China is the number one country when it comes to the consumption of electric energy, with

a total of 5564 billion (kWh), while Brazil is in the eighth position consuming 509 billion (kWh) in

1
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20201. Although the sudden increase in electricity consumption in large countries, with China

being the second-largest world economy and Brazil the ninth, may reflect economic growth and

an improvement in the quality of life of the population, it also comes with negative aspects, like

the depletion of resources used to generate electrical energy or the impact on the environment,

leading to the need for a major investment in research for new sources of energy and energy

efficiency solution.

In addition to that, an important fact is that in Brazil the classes that consume the most

electricity are industry 34,8%, residential 29,6%, commercial 19,1%, rural 6,0%, public power

3,3% and public lighting 3,3%. Residential and commercial represent the second and third

largest consumers of electricity according to the statistical yearbook for Electric Energy 2020 in

2019, EPE with base 2.

The advance of microelectronics in the creation of sensors with increasing robustness,

smaller sizes, and cheaper microcontrollers, push forward the creation of advanced wireless

sensor networks (WSNs) for different applications.

Even with better computational power (such as memory and processing), real-time applica-

tions require fast responses, and resources must be efficiently used. A wireless sensor network

design must consider sensors’ battery lifetime, flexibility, data collection, communication proto-

cols, production cost, the environment in which the WSN is installed, and hardware restrictions

(Akyildiz et al., 2002).

Wireless sensor network applications for monitoring, forecasting, healthcare, and smart grids

(Xu, 2002), present many problems related to the consistency and regularity of the data collected

with WSNs (Ganesan et al., 2004). (Corrales et al., 2016) address how to recognize quality is-

sues in regards to heterogeneity, inconsistency, noise, amount of data, etc. Some crucial criteria

as the correlation between the collected data must be analyzed to identify outliers. (Zhang et al.,

2010) present a discussion on techniques such as statistical-based approaches, the distance

between values, and clustering to detect noise in data.

Data pre-processing is crucial for obtaining robust applications since it allows the extraction

of the environment’s information for characterization. Several problems, such as power outage,

battery discharge, and node misplacement, can occur during the acquisition or transmission of

data in WSNs.

Even with greater processing power, data analysis with outliers can contribute to delay the

system’s response, due to the need for cleaning the data. Outliers are values significantly differ-

ent from the expected values of the data collected by the sensors. Data analysis costs more in

these situations due to the difficulty of finding patterns that correctly describe the data.

1https://www.indexmundi.com/map/?v=81&l=pt
2http://epe.gov.br/
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1.2 Related Works

Performing occupancy detection allows the designing of efficient performance policies for smart

environments. Previous works of literature report energy consumption reduction between 30

and 42% through building occupancy detection procedures (Erickson et al., 2014). These proce-

dures if applied in addition to machine learning techniques, can reach reduction rates between

29% and 80% (Brooks et al., 2015). Most of a building’s energy consumption is directly related

to heating and cooling. The growth of HVAC (Heating, Ventilation, and Air Conditioning) sys-

tems is significant, and its impact on energy use in European countries represents 76% of total

consumption (Nikolaou et al., 2012).

In (Vattapparamban et al., 2016) the tracking of the occupation of people is performed by

requesting information from devices with WIFI connection such as smartphones. Its equipment

passively collect these signals, which are used to locate users within a defined environment, thus

identifying that the zone monitored is busy. The Sentinel system introduced in (Balaji et al., 2013)

uses the WIFI network infrastructure of the buildings in conjunction with smartphone devices

connected to the network to detect occupation, using this information they were able to save

17,8% of electricity in HVAC systems.

Another approach is presented in (Zou et al., 2018), where it proposes a system for the

recognition of human activities, DeeHare, that uses IoT equipment with deep learning applica-

tion, obtaining 97,6% accuracy in recognition. Passive infrared sensors (PIRs) are widely used

to detect occupation in various indoor environments, the use of PIRs sensors do not require a

robust infrastructure to be installed, their passive operation makes the PIRs systems last for long

periods of time. A wireless sensor network with PIRs sensors is presented in (Lasla et al., 2019)

to detect if the environment is busy, a study of the best positioning of the space sensors is also

accomplished. The work (Raykov et al., 2016; Wu and Wang, 2018) also demonstrates the use

of PIRs sensors to estimate occupancy detection in indoor spaces. The work uses data from

temperature sensors of internal and external environments of a school in Spain, the information

is collected during daily activities, the data is used to generate an internal temperature prediction

model, which can be used to optimize energy consumption (Moreno et al., 2015).

The work in (Han et al., 2012) uses sensors that collect carbon dioxide, relative humidity,

and passive infrared connected in a sensor network. The Autoregressive Hidden Markov Model,

Hidden Markov and Vector support machine are applied to identify occupancy status, obtaining

an average accuracy of 80,78% when using Autoregressive Hidden Markov Model. Using data

from environmental sensors, the occupation was determined applying the RF, CART and LDA

models, the accuracy achieved was around 98%, considering different sets of pairs of predictors:

temperature and light, light and CO2, and light and humidity (Candanedo and Feldheim, 2016).
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1.3 Objectives

The main objective of this work is to develop a low-cost wireless sensor network with an easy to

implement architecture, able to monitor the environment through sensors and act on equipment

through actuators, providing information that can be used for the most varied applications in

the context of intelligent buildings. An application is carried out to detect occupation in the

environments in which the system is installed, thus performing actions on the lighting and cooling

system in order to reduce electricity consumption and make the environment more efficient and

comfortable.

1.4 Contributions

In this work, we developed a wireless sensor network with sensors and actuators, it presents an

easy to implement architecture, also, we classify the occupation of an environment in the context

of smart building applications.

The goal is to reduce the electricity consumption indicators of the monitored environ-

ments. We use temperature and luminosity data collected with a WSN. The system also in-

telligently interferes to control the environment’s lighting and cooling devices, with no need for

users’ interference. Good results of accuracy were obtained with the Random Forest (RF)

98,48%, Classification-and-Regression-Tree (CART) 96,56%, and the K-Nearest Neighbors

(KNN) 98,40% algorithms. Inserting 10% of outliers in the data and applying the RF, CART

and KNN techniques, the accuracy values are 97,18%, 95,00% and 97,04% respectively.

Due to the pattern similarity of the collected data, we added some disturbances in the col-

lection and transmission processes. Homogeneous patterns are not common in uncontrolled

environments, where the occupants’ behavior may suddenly change. We evaluate the perfor-

mance of the classification techniques subjected to the noisy data created with the disturbances,

and presented a context-aware application, using sensors to detect occupancy in buildings with

classic classification techniques. The inserted noise simulates sensor failure and atypical be-

havior in the environment.

1.5 Structure of Text

The text structure follows as Chapter 2 presenting the technologies and concepts involved in the

work presented, in Chapter 3 we present our proposal, Chapter 4 presents the results and finally,

Chapter 5 contains the conclusion and final considerations.



2
Methodologies and Concepts

This section details the methodology by describing the techniques and technologies used in this

work. In our results, using data from environmental temperature and humidity sensors, we de-

termined the occupation of the environment using RF, CART and KNN classification techniques.

The evaluation showed that this is a viable approach to detect occupancy in environments and to

reduce energy consumption. Next, we will continue with the discussion of the configured RSSF

and the techniques applied to the collected data.

2.0.1 Wireless Sensor Network

Wireless sensor networks (WSN) are sensor nodes coupled with a processor, a communication

interface, sensors, and a power supply (Rawat et al., 2014). Some sensor nodes may have an

internal memory and analog-to-digital converters. WSNs can have thousands of sensor nodes or

units, have the ability to monitor various types of environmental conditions, such as temperature,

humidity and in some cases act in the environment by activating a lamp or opening a door, and

must have self-configuration mechanisms due to failures of communication and problems in the

nodes.

Many factors directly influence the design of a WSN, some of the main ones are: fault tol-

erance, scalability, production costs, operating environment, network topology, hardware restric-

tions, transmission media and energy consumption (Akyildiz et al., 2002).

Our WSN has two types of nodes, a central node called SINK that collects data from the other

sensors in the network, who are responsible for collecting data from the environment and acting

on their devices, these two types of nodes have limited memory and processing power, but they

still allow the execution of machine learning techniques, thus performing a faster response. The

WSN uses a Radio communication interface, its source of energy is the electrical energy of the

environment, connected directly to the building’s power grid, making it not necessary to change

5
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batteries or recharge the nodes, resulting in a continuous data collection while the environment

has electricity.

WSN communication uses a Mesh architecture, which allows any node connected to the

network to transmit to any other node that is also within its transmission range, also known as

multihop communication (Townsend and Arms, 2005). If the node that is transmitting data has

no reach with the sink node it can use an intermediate node to transmit the data, this type of

network also has the characteristic of auto configuration, in case a node fails.

The application’s WSN collects the following data: temperature, humidity and luminosity. The

environment’s electric current data can also be monitored.

The system’s prototype has three nodes: Sink, node_01, and node_02. It was designed

considering low-cost requirements, environment data collection, and actuation upon devices

such as lamps, windows, blinds, etc. By inserting other sensors, the prototype can be extended

or adapted to other applications and different environments.

The node_sink Figure 2.1 is composed of a Raspberry PI 3 Model B+ 1 (device 1), with

Broadcom BCM2837B0 64-bit ARM Cortex-A53 Quad-Core processor, clocked at 1.4GHz, 1GB

RAM, WiFi 802.11 b/g/AC 2.4GHz, connected to a NRF24L01 WIFI module (device 2) (Sem,

2008), an electronic component that sends and receives data via wireless and can be integrated

with several microcontrollers, like Arduinos, ESP, Raspberry among others, with a range up to 1

km away in outdoor environments, transmitting data at a programmable rate of 250kbps to 2MB,

with an operating frequency of 2400MHz to 2524MHz, This node receives data collected through

the WSN, executes inference algorithms, and disseminates actuation commands to other sensor

nodes in the network.

Figure 2.1: Schematic representation of the central node (SINK) of the WSN.

1https://www.raspberrypi.org/products/raspberry-pi-3-model-b-plus/
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Node_01 2.2 is composed of an Arduino Uno 2 (device 1), which is an open-hardware proto-

typing platform, and a radio module NRF24L01 (device 2) for communication.

Features of the Arduino UNO:

• Microcontroller ATmega328;

• Input Voltage 7−12V ;

• Digital I/O Ports: 8, plus 6 (Digital or PWM);

• Analog Ports: 6;

• I/O Pin Current: 40mA;

• Flash memory: 32KB;

• SRAM: 2KB;

• EEPROM: 1KB;

• Clock Speed: 16MHz.

Also the Node_01, has a DHT11 sensor for monitoring temperature and humidity (device

3) (Gay, 2018), a BH1750 light sensor (device 4) (ROH, 2010) which is composed of a 16-bit

internal digital analog converter and communicates via I2C with the microcontroller, a Infrared

IR 5mm transmitter (device 5) (Vis, 2014), that sends signals mimicking the air conditioning’s

remote control as programmed in the microcontroller with an operating voltage of 1.2V − 1.4V

and a wave-length of 940nm, and four relays (devices 6) to make it possible to activate devices

of 220V AC, such as lamps, electronic equipment, motors, and also to isolate one circuit from

another, acting as magnetic switches to turn the lamps on and off.

Features of the sensor DHT11:

• Humidity measuring range: 20−90% UR;

• Temperature measurement range: 0o−50oC;

• Input Voltage: 3−5V DC;

• Current: 200µA−500mA;

• Humidity measuring accuracy: ± 5,0%UR;

• Temperature measurement accuracy: ± 2.0oC.

Features of the sensor BH1750:
2https://store.arduino.cc/usa/arduino-uno-rev3
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• Light sensor: GY-302;

• Input Voltage: 3−5V DC;

• Measuring range: 1−65.535Lux;

• Interface communication: I2C;

• Resolution: 1Lux.

Figure 2.2: schematic representation of the WSN node_1, consisting of sensors and actuators.

The equipment that gathers data on electric energy consumption node_02 is represented by

Figure 2.3. This device is composed of an Arduino UNO (device 1), a NRF24L01 module (device

2), current sensors, SCR013 (devices 3) used to measure alternating current (AC) of up to 20A

in a non-invasive way, and can be used to monitor equipment such as motors, computers and

the power generation board of the building or monitored environment, and an RTC (Real Time

Clock ) (device 4) (Max, 2015) with 56 bytes of SRAM that is able to inform and save the current

time, relying on its internal battery that guarantees the clock operation even without power.

Features of the sensor SCR013:

• Model sensor: SCT-013-020;

• Input current: 0−20A;

• Output signal: 1V ;

• Core Material: Ferrite.

Features of the sensor RTC:

• Chip: DS1307;
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• Interface: I2C;

• Power failure detection circuit.

Figure 2.3: schematic representation of the WSN node_2, responsible for monitoring the electri-
cal consumption of the equipment.

The ABNT NBR 5413 (Ass, 1992) standard governs the rules that determine the illuminance

values for artificial lighting, in the most diverse environments, ensuring adequate lighting condi-

tions for the most varied activities, the characteristics of the task are observed, the age group

of the users is observed, the speed at which the tasks must be performed, and the background

brightness, for each observation, weights are assigned varying from −1, 0 or +1, the sum of

the weights determines the appropriate illuminance group. When the value is −2 or −3 a low

illuminance is set to the environment, when it is +2 or +3 a higher illuminance is set, for the

other values a average lighting setting is recommended.

Following the norm NBR 5413 we can make the most of the external natural lighting, and

configure the lamps to perform the compensation during the day, also ensuring a comfortable

environment for carrying out the activities. For example, in the environment where the data was

collected, the age of the users was less than 40 years old which was assigned with a weight

equal to −1, speed and accuracy of the performed activity in the environment and background

reflectance of the task (between 30 to 70%) were considered important features, and therefore

were both assigned to a weight 0, obtaining an algebraic sum of -1, then it is recommended to

use the average illuminance value.

2.0.2 Occupation detection

The Figure 2.4 represents the environment where the sensors were placed, about 6 people

attend the space on a daily basis. It is worth mentioning that the system can be installed in other

environments. The deployment of the sensors is an important WSN aspect, as it impacts directly
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the gathered data. For example, the temperature collected near windows or air conditioning has

different variations. In order to obtain consistent results, we placed the sensor nodes in specific

locations less subject to light and temperature variations.

Figure 2.4: Environment where the sensory data and occupation status were collected, has the
dimensions of 55x90.

A video camera was configured to record the room and to help us create a labeled data

set. We establish the occupation state s = 1, if the room is occupied by at least one person,

otherwise s = 0. The data set is validated through human inspection and used by this work’s

machine learning classification algorithms. Since the environment’s occupants are usually the

same people with the same daily routines, it is possible to identify data patterns in temperature

and light measurements. Table 2.1 presents a data sample of temperature and light. The ID field

represents the unique identifier of the environment. There is also temperature, relative humidity,

luminosity, date and time, and the environment occupancy status.

Table 2.1: Sample of the data collect with the sensors.

ID Temperature Humidity Luminosity Date Occupancy

6 22.80 54.69 40.56 2018−10−20 17 : 07 : 42 0
6 22.84 54.35 40.46 2018−10−20 17 : 08 : 12 0
6 33.67 54.02 38.97 2018−10−20 17 : 08 : 42 0
6 22.82 54.27 38.87 2018−10−20 17 : 09 : 12 0

Due to the binary nature of the occupation problem, we chose the Random Forest (RF),

Classification and Regression Tree (CART), and the K-Nearest Neighbors (k-NN) techniques.

Countless literature works have shown that these algorithms can perform decently well in clas-

sification problems (Candanedo and Feldheim, 2016).
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Classification Techniques

The Random Forest (RF) uses a supervised learning approach, in (Breiman, 1996) where ran-

domness is added, building each tree using a bagging sample, each node of the random forest

is divided observing the best among the subset of prediction variables chosen randomly in the

node, it is robust and it avoids over-fitting. It can be used in large volumes of data, such as those

collected by WSNs.

By applying the RF algorithm, we can avoid the problem of data with too many dimensions.

From a simplified view, RF randomly chooses n training samples from the data set and creates

multiple decision trees, each one generating an output. The final result is achieved by majority

voting or averaging of the individual trees’ results.

The Classification and Regression Tree Algorithm (CART) generates binary trees by repeat-

edly splitting one node into two child nodes. CART defines a set of rules or thresholds that

divides each child node in the tree and leads to the terminal nodes that are the classes used as

prediction results (Loh, 2011).

The K-Nearest Neighbor Algorithm (K-NN) can be applied to classification problems, in which

data is grouped based on its similarity value (Lantz, 2015). KNN requires applying a similarity (or

distance) function between two points. Manhattan, Minkowski, and Euclidean distance 2.1 are

commonly used as functions to measure the distance between two instances. The k-elements

that are most similar receive the same label, and the value of k can impact how well the model

can generalize predictions on future input.

d(x,y) =
√
(x1− y1)2 +(x2− y2)2 +(x3− y3)2 + ...+(xn− yn)2 (2.1)

Noise Generation

In this work, Bernoulli distribution represents sensor failures and different environment dynamics.

We used the Bernoulli distribution to determine which value of the collected data set would be

replaced by noisy data. The replacement happens according the probability p ∈ [0,1], following

the Bernoulli distribution and its random variable x ∈ {0,1}, such that P(X = 0) = 1− p and

P(X = 1) = p (Wasserman, 2013). The Bernoulli probability function is given by Equation (2.2).

f (x) = px(1− p)x−1 (2.2)

x ∈ {0,1} (2.3)

A Bernoulli series was generated with the same dimension as the database collected by

the WSN, when a Bernoulli probability was P = 1 an outlier was generated with the value

established in the intervals (0 ≤ Tn ≤ 65,555 for the lighting sensor and 0 ≤ Tn ≤ 24.92 and
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28.92≤ Tn ≤ 39.00 for the temperature sensor) using the runif 3 function of R, the value gener-

ated was replaced by the original value that was in the WSN database and the same position as

the result of the Bernoulli serie.

The values of outliers were chosen observing the maximum and minimum values of the

sensors and their quartil. For the temperature sensor, we used the lowest value 22.02 until

the first quartil 24.42 and from the third quartil 28.84 until the maximum value collected 29.67,

which would represent a different dynamic of the use of the room, and the interval 0 to 22.02
which represents a failure in the sensor, because in the geographic region where the laboratory

is located, low temperatures are rare, setting the range represented from 0 ≤ Tn ≤ 24.92 and

28.92≤ Tn≤ 39.00. And for the lighting sensor the range was from 0≤ Tn≤ 65,555, because in

the environment the maximum value collected was 99.24 Lux, even at night when there was no

occupation in the environment, this is due to the external lighting that comes through windows,

so we chose the range up to 65,555 as it is the highest Lux value that the sensor can collect

representing different dynamics and sensor failures.

3https://www.rdocumentation.org/packages/stats/versions/3.6.2/topics/Uniform



3
Our proposal

3.1 Prototype

Figure 3.1 illustrates a possible the WSN’s nodes placement in the environment, in which

node_01 is close to the lamps’ switches, and each switch controls four lamps numbered 1,

2, 3, and 4 as shown in the figure. The temperature, light, and humidity sensors are approxi-

mately 1.5 meters above the floor, far from windows and the air conditioner. The sink node is

placed arbitrarily on a workstation (for convenience), while node_02 is collecting electric current

data from the air conditioner. We could also use node_02 to collect data from devices such as

computers and the room’s video projector.

Figure 3.1: WSN’s nodes placement: node_01 controls lighting and cooling circuits, node_02
collects air conditioner’s electric current data, Sink performs inference operations.

13
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Table 3.1: Cost of the WSN implemented from LaCCAN.

Item Amount Value Un. (R$) Value total (R$)

Raspberry 1 $349,00 $349,00
Arduino Uno 2 $51,11 $102,22
RF24L01 3 $39,90 $119,70
Relay 4 $9,90 $39,60
DHT11 1 $13,90 $13,90
BH1750 1 $18,90 $18,90
Resistor 10k ohms 6 $00,05 $00,30
Resistor 330 ohms 4 $00,05 $00,20
Capacitor 3 $00,21 $00,63
SCR013 3 $54,90 $164,60
RTC clock 1 $18,90 $18,90

Total 22 $556,82 $827,95

3.2 System architecture

In this work we also propose an architecture represented in the figure 3.2 for the implementation

of the system, where the main characteristic is that it is low cost and capable of integrating with

the most diverse types of sensors and actuators. Having four main layers, environment, sensor

devices, control devices and application.

Figure 3.2: Temperature, humidity, light data, and the occupation status.

The first layer, environment, represents the spaces where the sensors and actuators are
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inserted, the sensors are of the most varied types such as pressure, light, gas sensors, etc.

They can have several communication interfaces such as I2C, UART, USB, among others, the

actuators are motors, magnetic switches, any electronic or electromechanical device capable of

acting on the furniture, electronics and peripherals in the environment.

Sensor devices represent the second layer, they are the microcontrollers where the sen-

sors and the communication module are integrated, they can be represented by Arduinos, ESP,

Beaglebone, MICAz. This layer may have the ability to make decisions about local actions and

perform small initial treatments on the data.

Control devices, represents the central node layer of the WSN generally called SINK, this

layer should be the node with the most processing power in the WSN, because this is where the

decision making is carried out to act on the devices of the environment, in this layer we must

ensure that the node has the necessary capacity to apply the algorithms, receive and transmit

the information to the network without generating delays or problems, either with communication

or network operation.

Finally, the application layer, where the data is sent to servers in the cloud, preferably FOGs,

must be stored and used when necessary to train a new technique or be accessed by its users

through a web application. The exchange of information must be carried out by a REST API,

ensuring quick access to the data. It is worth mentioning that this layer is not the main scope of

this work.

3.3 Application

With the objective of reducing costs and using the environment in which the system is inserted

more efficiently, among the most varied possible applications for the data collected through the

WSN, this work focuses on energy savings, identifying space occupation. With that being able

to make decisions like turning electronic equipment on or off, for that we apply machine learning

techniques, more specifically classification techniques. In order to validate and identify how the

result of the classification techniques behave with problems in the WSN, noises were inserted

to simulate failures in the sensors and in the collected data. These results are discussed in the

chapter 4.



4
Results

In this section, we will present the results for the occupation detection with RF, KNN, and CART

algorithms. Figure 4.1 represents charts for temperature, humidity, luminosity and the state of

occupation of the environment on August 21, 2018.

Figure 4.1: Temperature, humidity, light data, and the occupation status.

During work hours, from 00:01 AM to 23:59 PM (00:01 to 23:59 in Figure 4.1), as people ar-

rive and the air conditioner is on, we can observe a temperature decrease. Luminosity increases

as the lamps are turned on, there is also sunlight influence until 06:00 PM (18:00). Humidity

changes while the air conditioner is on. Usually, the monitored room is occupied between 9:00

AM and 07:00 PM. Mostly, this pattern can be seen every weekday, changing significantly during

weekends and holidays. Table 4.2 presents the RF and CART algorithm’s classification results,

considering temperature and light predictors. While the CART algorithm was able to achieve a

16
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96.56% accuracy in the test data set, better results are provided by the RF technique, which

achieved 98.48% accuracy.

Table 4.1: The RF and CART classification results for the temperature (T) and light (L) predictors.

Models Predictors Train accuracy Test accuracy

RF T and L 0.9965 0.9848
CART T and L 0.9665 0.9656

In regards to the k-NN algorithm, which is validated through cross-validation, the best perfor-

mance was achieved when k = 2, providing a 98.40% accuracy, very close to the RF algorithm.

At first, we can conclude that their results are statistically equal, but we will see that the k-NN

has better results when subjected to noisy data samples.

Figure 4.2 and 4.3 presents a example of temperature and luminosity samples composed by

1% and 3% noisy values respectively, which occur according to the Bernoulli variable x = 1.

Figure 4.2: Temperature, humidity, light data, and the occupation status.

Figure 4.3: Temperature, humidity, light data, and the occupation status.

Following the Bernoulli probability function to verify the algorithm’s performance under ab-

normal sensor readings, we considered five noise rate cases: 1%, 2%, 3%, 5% and 10%. We
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apply the RF and CART techniques to temperature and luminosity predictors. As shown in Table

4.2, noting that the RF algorithm should decrease its accuracy by just over 1% even when the

data has 10% noise, the same can be observed for CART technique.

Table 4.2: RF and CART accuracy evaluation in noisy data samples.

Technique Noise Rate Train accuracy Test accuracy

RF 1% 0.9965 0.9781
CART 1% 0.9586 0.9611
RF 2% 0.9965 0.9737
CART 2% 0.9510 0.9585
RF 3% 0.9961 0.9722
CART 3% 0.9461 0.9526
RF 5% 0.9967 0.9774
CART 5% 0.9463 0.9552
RF 10% 0.9974 0.9718
CART 10% 0.9552 0.9500

The k-NN’s noisy data evaluation, presented in Table 4.3, achieved better results for K = 2.

In this case, its best performance was for noise rates between 1 % and 3%. These results, as

similarly argued to the RF and CART algorithms, show that the k-NN is also a good solution to

detect occupation.

Table 4.3: k-NN’s evaluation results for the noisy data samples, k = 2.

Noise Rate Accuracy

1% 0.9807
2% 0.9759
3% 0.9733
5% 0.9770

10% 0.9704



5
Final Remarks

A low cost network of sensors with excellent processing power was built, that can be integrated

with other types of sensors and actuators in a simple way. Based on the premise of a robust,

low-cost and fully scalable system, we developed an architecture for building the system in other

contexts, where this work developed applications up until the third layer of the architecture.

An application to reduce electrical consumption by detecting occupancy of the environment

was performed using classification techniques. Using only two predictors temperature and light-

ing, the Random Foreste, CART and KNN techniques performed well for this problem, where RF

achieved a better performance with an accuracy of 98.48%.

As our data has a characteristic routine, which is not reality in several corporate environ-

ments, for example, our sensors also did not present major flaws in the observed period, we

inserted outliers to represent other types of behavior and flaws in the WSN in order to verify the

performance of the techniques used, noise was inserted in 1%, 2%, 3%, 5% and 10% of the

data. We can observe that with 10% of the data, an accuracy of 97.18%, 95.00% and 97.04%

was obtained for the RF, CART and KNN techniques respectively, showing that even with noise

the techniques showed excellent performances, since 10% errors in the data is not usual for a

WSN application.

For future work we intend to insert the data of the electric consumption sensors to check how

much we have achieved in reducing energy consumption, with the application of the RF tech-

nique and without it. Also we intend on applying new inference techniques in the environment

such as thermal comfort, thereby making the environment increasingly sensitive to context.
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