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RESUMO

Este estudo explora as propriedades fotoquímicas e espectroscópicas de moléculas orgânicas
conjugadas. A pesquisa teve como base analisar o efeito de diversos solventes nas propriedaes
ópticas. A análise da fluorescência a partir das soluções do PY-RES variando a polaridade
permitiu observar o efefito solvatocrômico. A análise do deslocamento de Stokes revelou uma
variação no momento dipolar molecular de 4,57 D após a excitação com o lasr de 450nm,
consistente com os valores da literatura para compostos semelhantes. O comportamento das
soluções com do PY-RES a partir do aumento da temperatura indicou uma diminuição na
intensidade de emissão, especialmente em solventes menos polares, sugerindo que a temperatura
não altera significativamente a diferença de energia entre os estados excitado e fundamental
dentro de uma faixa de 25 a 40 °C. A sensibilidade do PY-RES à polaridade do solvente destaca
seu potencial como uma sonda físico-química para detectar adulteração de solventes, evidenciada
pelas mudanças de emissão ratiométricas em misturas de etanol e metanol.

O curcuminóide (1E,4E-1,5-bis(4-(dimetilamino)fenil)penta-1,4-dien-3-ona) foi examinado
quanto aos seus espectros de absorção e emissão em vários solventes. Os resultados experimentais,
apoiados por simulações de Teoria do Funcional da Densidade Dependente do Tempo (TDDFT),
indicaram fortes efeitos da polaridade do solvente nos espectros de fluorescência. Os máximos
de absorção variaram de 400 nm a 460 nm, com um deslocamento batocrômico observado em
solventes mais polares, atingindo um pico de 458 nm no metanol. Estudos computacionais com
o funcional B3LYP revelaram um intervalo HOMO-LUMO de 2,8 eV e um pico de absorção
teórico próximo ao valor experimental no metanol. O curcuminóide exibiu um alto deslocamento
de Stokes no metanol (175,6 nm), aumentando com a polaridade do solvente, sugerindo mudanças
significativas na distribuição de carga após a excitação. A decomposição espectral e a análise de
decaimento de intensidade confirmaram propriedades de emissão dependentes do solvente e o
impacto da temperatura na intensidade de emissão sem alterar a forma espectral. Esses achados
destacam o potencial da curcumina monocarbonil como uma sonda sensível ao ambiente.

O chalconóide (E)-1-(4-aminofenil)-3-(4-(dimetilamino)fenil)prop-2-en-1-ona foi investi-
gado por meio de espectroscopia UV-vis e cálculos teóricos. O composto exibiu duas bandas
principais de absorção correspondentes às transições π − π∗ e n− π∗, com deslocamentos signi-
ficativos dependentes do solvente. Um deslocamento batocrômico foi particularmente notável
em solventes menos polares como heptano e tolueno. Análises teóricas usando o funcional
CAM-B3LYP e o conjunto de bases 6-311+G(d,p) corroboraram os achados experimentais, detal-
hando uma diferença de energia de transição HOMO-LUMO de 5,406 eV em acetonitrila e uma
diferença de transição n− π∗ de 6,5 eV. Estudos de fluorescência revelaram um deslocamento de
Stokes substancial em solventes apolares, reforçando a sensibilidade do composto ao ambiente
do solvente e seu potencial em aplicações optoeletrônicas e farmacêuticas.
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ABSTRACT

The research focuses on the photochemical and spectroscopic properties of conjugated organic
molecules. The study was based on exploring the effect of different solvents on the optical
properties. The fluorescence analysis from PY-RES solutions varying the polarity allowed us to
observe the solvatochromic effect. The Stokes shift analysis revealed a variation in the molecular
dipole moment of 4.57 D after excitation with the 450 nm laser, consistent with the literature
values for similar compounds. The behavior of PY-RES solutions as the temperature increased
indicated a decrease in emission intensity, especially in less polar solvents. The sensitivity of PY-
RES to solvent polarity highlights its potential as a physicochemical probe for detecting solvent
adulteration, evidenced by the ratiometric emission changes in ethanol-methanol mixtures.

Monocarbonyl Curcumin (1E,4E-1,5-bis(4-(dimethylamino)phenyl)penta-1,4-dien-3-one)
was examined for its electronic absorption and fluorescence spectra across various solvents.
Experimental results, supported by Time-Dependent Density Functional Theory (TDDFT) simu-
lations, indicated strong solvent polarity effects on fluorescence spectra. Absorption maxima
ranged from 400 nm to 460 nm, with a bathochromic shift observed in more polar solvents,
peaking at 458 nm in methanol. Computational studies with the B3LYP functional revealed a
HOMO-LUMO gap of 2.8 eV and a theoretical absorption peak near the experimental value
in methanol. Monocarbonyl Curcumin exhibited a high Stokes shift in methanol (175.6 nm),
increasing with solvent polarity, suggesting significant changes in charge distribution upon excita-
tion. Spectral decomposition and intensity decay analysis confirmed solvent-dependent emission
properties and the impact of temperature on emission intensity without altering spectral shape.
These findings highlight the potential of curcumin monocarbonyl as an environment-sensitive
probe.

The chalconoid (E)-1-(4-aminophenyl)-3-(4-(dimethylamino)phenyl)prop-2-en-1-one was
investigated through UV-vis spectroscopy and theoretical calculations. The compound exhibited
two main absorption bands corresponding to π − π∗ and n − π∗ transitions, with significant
solvent-dependent shifts. A bathochromic shift was particularly notable in less polar solvents
like heptane and toluene. Theoretical analyses using the CAM-B3LYP functional and the 6-
311+G(d,p) basis set corroborated experimental findings, detailing a HOMO–LUMO transition
energy gap of 5.406 eV in acetonitrile and an n − π∗ transition gap of 6.5 eV. Fluorescence
studies revealed a substantial Stokes shift in nonpolar solvents, reinforcing the compound’s
sensitivity to the solvent environment and its potential in optoelectronic and pharmaceutical
applications.

Keywords: PY-RES, Monocarbonyl Curcumin, Chalconoid, Fluorescence, Spectroscopic Prop-
erties
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CHAPTER 1

INTRODUCTION

FLUORESCENCE is a physical phenomenon with significant applications in various fields
of science and technology, being frequently employed by researchers in the development of

chemical and biological sensors [2–5]. Using fluorescent probes, researchers can extract valuable
information about physicochemical processes occurring in complex systems. These probes
have broad applications in clinical diagnostics, DNA sequencing, genetic analysis, bioimaging,
environmental monitoring, and forensic science, among other areas [6–9].

Many physical systems exhibit fluorescence, mainly inorganic nanoparticles, rare earth ion-
doped glasses, and organic materials [10–12]. It is these organic materials that are especially
important for the development of this study.

This chapter’s main proposal is to perform a comprehensive historical analysis of fluores-
cence research. This will cover the properties of light from the earliest optical studies to the
investigations related to the central phenomenon addressed in this thesis.

1.1 WHAT IS LIGHT

Researchers have persistently studied light characteristics, given their vital importance to
maintaining life. In the 18th century, the English physicist Isaac Newton proposed that light
could behave as a particle. In his book “Opticks”, published in 1704, Newton argued that light
was composed of particles, which he called “corpuscles” [13]. However, in 1804, Thomas Young
conducted an experiment known as the Double-Slit Experiment, which showed that light could
be described as a wave [14].

In 1865, James Clerk Maxwell developed the mathematical theory that describes light as an
electromagnetic wave [15]. He showed that light is a form of energy that travels through space in
waves that are perpendicular to each other. Nonetheless, in the early 20th century, Max Planck
began investigating the thermal radiation emitted by objects and realized that classical physics
laws could not explain everything. To better understand this, Planck proposed that energy was
not emitted continuously, as previously thought, but in small packets, which he called “quanta”
[16].

These packets of energy differ from physical objects that move continuously. Instead, the
quanta have a specific energy that is directly proportional to the frequency of the radiation. The
equation E = hν determines the energy of the quanta, where E is the energy of the quanta, h is
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Planck’s constant, and ν is the frequency of the radiation. As the frequency of electromagnetic
radiation rises, the energy of the associated quanta also increases.

Although scientists initially met the idea of quanta with skepticism, it eventually became a
fundamental principle of modern physics. Max Planck’s discovery fundamentally changed our
understanding of the nature of energy and matter and paved the way for many technological and
scientific advances of the 20th century.

In 1905, Albert Einstein proposed a theory describing light as a subatomic particle called a
photon [17]. He showed that photons have energy and momentum like other subatomic particles,
such as electrons and protons. Such a theory, called the Photoelectric Effect Theory, has many
critical technological applications, including solar cells [18], radiation detectors [19], and optical
sensors [20]. Since then, researchers have focused on studying the properties of light as both a
wave and a particle, known as wave-particle duality. From a theoretical perspective, Schrödinger’s
equation [21] describes the time evolution of a quantum system.

Researchers have studied light and its properties in different media, such as air, water, and
glass. They have found that light undergoes refraction, a phenomenon where a beam changes
direction as it passes from one medium to another due to the change in speed in different
environments. This event is responsible for notable phenomena, such as the formation of rainbows
[22]. Snell’s Law mathematically describes this phenomenon. This Law states that the angle of
incidence and the angle of refraction of light are related by the ratio of the refractive indices of
the two media. Mathematically, the law is expressed as n1 · sin(θ1) = n2 · sin(θ2), where n1 and
n2 are the refractive indices of the media, and θ1 and θ2 are the angles of incidence and refraction,
respectively. Snell’s Law is a fundamental tool for understanding optics and applying its concepts
in various fields, from technology to the understanding of natural phenomena [23, 24].

The German physicist and historian Eilhard Wiedemann first introduced the term lumines-
cence as luminescenz in 1888 for all light emission phenomena that are not solely conditioned
by an increase in temperature, that is, by incandescence [25]. However, based on the current
understanding of luminescence, we classify the groups related to this phenomenon according to
the excitation mode. In particular, we define photoluminescence as the light emission resulting
"from the direct photoexcitation of the emitting species" [26]. Fluorescence, phosphorescence,
and delayed fluorescence are widely recognized as examples of photoluminescence.

Therefore, the next section will introduce the topic of fluorescence in light of historical
context by comprehensively and contextually describing some of the earliest milestones in
studying this phenomenon.
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1.2 EVOLUTION OF FLUORESCENCE STUDIES

The French mineralogist René-Just Haüy mentioned in the second edition of his treatise
on mineralogy, published in 1822 [27], the two colors of some fluorite crystals, as illustrated
in Figure 1. He described the color of reflected light as violet, while the color of transmitted
light was green [25]. Haüy elucidated the phenomenon by stating that the two colors in question
were complementary, with violet as the predominant hue in reflected light. At the same time,
green was the dominant hue in transmitted light. Although his explanation was incorrect, Haüy’s
vision and the mineral fluorite played a central role in the understanding and nomenclature of
fluorescence.

Figure 1 – Green fluorite crystals illuminated by sunlight (left) and a UV lamp (right).

Valeur & Berberan-Santos, 2011 [25].

Since George Stokes conducted research in the mid-19th century, fluorescence has been
the subject of studies and investigations in various scientific fields. Stokes, a British physicist
and mathematician, analyzed fluorescence while investigating the luminescence properties in
minerals. He observed that certain materials emit light in colors different from those they absorb
when exposed to UV light [28]. Stokes named this phenomenon fluorescence in honor of fluorite,
which is the same mineral René-Just Haüy analyzed.

In 1864, the French physicist Eduard Becquerel studied fluorescence in chemical solutions
and discovered that fluorescence intensity decreases with increasing sample concentration. He
also observed that this phenomenon is affected by the pH of the solution [28].

In 1888, the German physicist Heinrich Kayser conducted important experiments on fluores-
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cence and its properties in the late 19th and early 20th centuries. He studied how temperature
affects fluorescence and its characteristics, such as intensity and emission wavelength [28].

In 1901, the German physician Paul Ehrlich conducted a significant experiment that marked
the beginning of fluorescent dyes in biological studies. Ehrlich discovered that these dyes could
selectively bind to different cellular components, allowing the identification and visualization of
specific structures in cells and tissues [29].

Ehrlich’s discoveries significantly impacted the development of fluorescence microscopy
and other techniques for visualizing cells and tissues. Using fluorescent dyes, Ehrlich identified
and differentiated different types of blood cells, and he studied the distribution of mitochondria
and other cellular organelles. His findings provided a deeper understanding of the structure and
function of cells.

In 1924, F. Perrin, a French physicist, and F. Jablonski, a Polish chemist, studied the kinetics
of fluorescence. They realized that the amount of light a molecule emits is affected by the speed
of the chemical reactions occurring within it. In other words, the faster these chemical reactions
occur, the weaker the light emitted by the sample [30].

In 1949, the German chemist A. Kuhn and the Japanese biologist K. Shimomura analyzed
green fluorescent protein (GFP) in a species of jellyfish [31]. They discovered that GFP emits
green light when exposed to UV light and realized it could be used to study biological processes
in living cells.

The evolution of lasers in the 1960s marked a significant change in how researchers use
fluorescence. Before this, excitation techniques were limited and imprecise, making it challenging
to investigate processes at the molecular level. With the advent of lasers, researchers could
selectively excite specific molecules using monochromatic light, increasing the sensitivity and
resolution of fluorescence studies. Lasers provide a highly directional, coherent1 light source
with a single wavelength, allowing controlled excitation of molecules.

Fluorescence has become an indispensable tool in a wide range of scientific fields, including
biology, chemistry, physics, medical sciences, and materials science. Its applications are diverse,
from studying biological processes in living cells to detecting and quantifying molecules in
solutions, and even exploring the properties of materials on a nanometric scale.

From observations concerning the study of photoluminescence, researchers have verified that
some molecules are responsible for various visible effects in compounds, such as chromophores,
which play a crucial role in the phenomenon of fluorescence. A chromophore is the specific region
of a molecule where light absorption occurs, as well as the primary alteration in its geometry or
electronic density. Detailed studies are required to precisely delimit the chromophore area in
relation to the residual parts of the molecule, which do not actively participate in the absorption
process.

1A form of light in which the waves have the same frequency, direction, phase, and polarization.
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The evolution and developments of fluorescence studies since George Stokes’ discovery and
its application in different scientific fields reflect the importance and versatility of this optical
phenomenon. Thus, the next section will discuss some of these applications.

1.3 APPLICATIONS OF FLUORESCENCE

1.3.1 EXAMPLES IN NATURE

Many organic beings, both animals and plants, exhibit fluorescence. For example, many
species of jellyfish have fluorescent proteins in their tentacles and oral discs, emitting green,
yellow, or red light. Atolla wyvillei, a species of jellyfish found in the deep waters of the Atlantic
Ocean, is notable for its ability to produce fluorescence in response to external stimuli, such as
the presence of predators or water turbulence [32]. Its body is usually transparent, with thin, long
tentacles that extend to capture prey. Scientists study the bioluminescence and fluorescence of
Atolla wyvillei to understand better the biological and chemical processes involved. Figure 2
shows an image of this jellyfish.

Figure 2 – Atolla wyvillei: A jellyfish found in the deep waters of the Atlantic Ocean, capable of
producing bioluminescence and fluorescence in response to external stimuli.

Alarm Jellyfish, Google Arts & Culture, 2023 [33].

Corals also exhibit fluorescence due to their symbiotic relationship with algae that perform
photosynthesis within their tissues. Some of these algae produce fluorescent proteins, which help
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absorb light and protect the coral from ultraviolet radiation [34, 35]. Turbinaria reniformis, also
known as Dendro coral, is a species of coral that exhibits fluorescence. This species is common
in reefs in the tropical and subtropical areas of the Indian and Pacific Oceans. The fluorescence
observed in Turbinaria reniformis occurs due to the presence of specific fluorescent proteins.
When exposed to an excitation source, these proteins emit light in the green-yellow range, such
as ultraviolet light.

Some plant species, such as açaí and passion fruit, also exhibit fluorescence in their fruits. Ad-
ditionally, chlorophyll, the pigment responsible for photosynthesis, can exhibit this phenomenon
under certain conditions.

Fluorescence is significant not only from a biological perspective but also has essential
applications in medicine, DNA and protein analysis, pathogen detection, biotechnology, materials
science, and the cosmetics and paint industries [36–40].

1.3.2 USE OF CHROMOPHORES AND THE PHENOMENON OF FLUORESCENCE IN SOCIETY

In science and technology, chromophores are essential components that serve various pur-
poses, including aiding in forensic analysis, detecting contaminants, and identifying biological
markers.

The yellow chromophore of bilirubin, highlighted in Causin’s study [41], plays a crucial
role in forensic science, allowing the distinction of the timing of bruise occurrences. Observing
bruises under different lighting conditions reveals the presence of the chromophore, which
progressively accumulates in the injured area over time. This phenomenon distinguishes between
recent bruises, which predominantly contain blood, and older ones, which exhibit a higher
bilirubin concentration. Such distinction is crucial for estimating the age of an injury, providing
valuable insights for investigations.

The chromophore temoporfin, a lipophilic photosensitizer for photodynamic therapy, is a
practical sensor of metallic pollutants in water. In a study conducted by Bhimsen Rout [42], temo-
porfin demonstrated differential responses to metal binding at multiple absorption wavelengths,
which utilized chemometric analysis2. This capability allows rapid detection and discrimination
of a wide range of metals, including those known to cause adverse effects on human health, such
as chromium, manganese, mercury, cadmium, zinc, copper, silver, lead, and nickel.

1.3.3 UNDERSTANDING THE ELECTRONIC STRUCTURE IN THE EXCITED STATE

Fluorescence plays a crucial role in investigating the electronic configuration of the excited
state of aromatic molecules, such as Prodan, Laurdan, and Benzil, when in various solvents,

2Measurements performed in a chemical system or process, obtaining information about the system’s state
through the application of mathematical or statistical methods.
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which exhibit anomalous behavior and exceptions to Kasha’s rule, a topic addressed in Chapter
4.

A point of debate in studies concerning Prodan and Laurdan (molecular structure illustrated
in Figure 3) relates to the nature of the excited state, evidenced by the presence of two lifetimes.
One interpretation for this dual emission [43, 44] attributes it to two distinct excited states, S1

and S2, highlighting the anomalous behavior concerning Kasha’s rule. The authors decomposed
spectra into two Gaussian bands and conducted lifetime measurements, which corroborated their
interpretation [43, 44].

Figure 3 – Molecular structure of Prodan and Laurdan.

Vequi-Suplicy CC et al., 2015 [43].

Bhattacharya et al. [45] aimed to identify the origin of multiple emissions and characterize
the different conformations of Benzil in various electronic states. They analyzed the multiple
fluorescences of the molecular system, observing that the distorted form of Benzil emits from
the S1 state and the second excited state S2, depending on the excitation wavelength.

Given the various applications of understanding the electronic structure and the phenomenon
of fluorescence, this study will focus on analyzing the theoretical concepts surrounding it. In
particular, it emphasizes the solvent effect on emission.

1.4 GENERAL PRESENTATION OF THE THESIS

In this research, we aim to investigate the emission process of organic compounds in different
solvents, varying the polarity of the medium. In particular, we examined three compounds: a
pyrrole-derived monomer linked to resorufin named Py-res, a chalconoid, and a curcuminoid.
Additionally, we examine the most suitable computational methods to describe the systems of
interest and compare and complement the experimental results obtained.

Chapter 2 of the thesis thoroughly covers the evolution and foundational aspects of molecular
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orbital theory. It begins with historical models of the atom and introduces Robert S. Mulliken’s
development of molecular orbital theory, emphasizing atomic orbitals and their quantum me-
chanical descriptions. The chapter details hydrogen-like, Slater-type, and Gaussian-type orbitals,
explaining their mathematical formulations and applications in quantum chemistry.

In Chapter 3, we comprehensively review spectroscopy and electronic transitions, as these
concepts are intrinsically related to the underlying phenomena of absorption and emission
processes. Chapter 4 of the thesis examines the phenomena of absorption and emission in organic
compounds, focusing on fluorescence. It describes how materials absorb light energy and re-emit
it at longer wavelengths, detailing the factors affecting fluorescence intensity. The chapter also
delves into the quantum theory of photons, the principles of electromagnetic radiation, and the
role of molecular structure in light absorption. Additionally, it highlights the Franck-Condon
principle and the effect of conjugation on absorption properties.

Chapter 5 details the experimental apparatus employed to perform absorption, emission,
and lifetime measurements to characterize the sample properly. In Chapter 6, we review the
quantum mechanics methods used in the simulation of chemical systems, covering electronic
structure calculations and molecular spectroscopy. We address the Hartree-Fock method and
Density Functional Theory, commonly used in calculating chemical systems.

Chapter 7 presents the results obtained from the study of the absorption and emission of the
py-res in various solvents. We discuss the properties related to temperature effects and lifetime
in different solvents. Furthermore, we present the simulation results concerning the molecule of
interest based on Time-dependent density-functional theory (TDDFT) methods.

Chapter 8 presents the results for absorption spectra of monocarbonyl curcumin, (1E,4E)-

1,5-bis(4-(dimethylamino)phenyl)penta-1,4-dien-3-ona, in various solvents at room temperature.
Emission spectra were recorded at excitation wavelengths of 405, 450, 488, and 532 nm, with
the results supporting the Kasha-Vavilov rule, except for toluene. A significant Stokes shift was
observed, particularly in methanol. Computational simulations using B3LYP and 6− 31+G(d,p)
basis set provided insight into the molecule’s geometry, charge density, and HOMO–LUMO
transitions, with calculated absorption peaks closely aligning with experimental data. The
emission spectra were further analyzed through spectral deconvolution and fluorescence lifetime
measurements, revealing solvent-dependent behaviors.

Chapter 9 examines the optical properties of the synthesized chalconoid, (E)-1-(4-aminophenyl)-

3-(4-(dimethylamino)phenyl)prop-2-en-1-one, through UV–vis absorption and fluorescence
spectroscopy in various solvents. The compound displays notable solubility and spectroscopic
behavior in solvents such as heptane, toluene, dichloromethane, ethyl acetate, and acetonitrile.
Computational analysis using TDDFT and CAM-B3LYP, in conjunction with State-Specific
PCM calculations, provided insights into the molecular orbitals and energy transitions, with
experimental results validating the predicted absorption and emission energies. Additionally, a
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pronounced Stokes shift was observed, particularly in nonpolar solvents like heptane and toluene.
These findings highlight the significant influence of solvent polarity on the optical properties of
the chalconoid.
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CHAPTER 2

MOLECULAR ORBITAL THEORY

JJ Thomson’s discoveries in 1897 led him to propose the “plum pudding” model to describe
the structure of an atom [46]. In 1904, the Japanese physicist Hantaro Nagaoka proposed an

alternative planetary model for the atom, in which a positively charged center is surrounded by a
number of revolving electrons, similar to Saturn and its rings [47].

Nagaoka’s model made two predictions: a massive atomic center and electrons orbiting the
nucleus, bound by electrostatic forces. Ernest Rutherford successfully confirmed both predictions
and mentioned Nagaoka’s model in his 1911 paper that proposed the atomic nucleus [48].

In 1909, Ernest Rutherford found that most atomic mass was condensed in a positively
charged nucleus. His analyses showed that the plum pudding model could not explain the atomic
structure. In 1913, Niels Bohr, Rutherford’s postdoctoral student, proposed a new atomic model
where electrons orbited the nucleus with classical periods but could only have discrete angular
momentum values, quantized in units of ℏ [49]. This restriction allowed only specific electron
energies. Bohr’s atomic model resolved the energy loss problem by radiation from a ground state
and explained the origin of hydrogen’s spectral emission lines.

The American chemist Robert S. Mulliken pioneered the development of Molecular Orbital
Theory. In 1932, aiming to describe and understand molecules in terms of one-electron wave
functions, he was the first to use the term "orbital" as an abbreviation for a one-electron wave
function [50, 51].

2.1 ATOMIC ORBITAL

An atomic orbital describes the probability of finding an electron in a specific region around
the atom’s nucleus [52–54]. Each orbital in an atom is characterized by a set of values, n, ℓ, and
mℓ, which correspond, respectively, to the electron’s energy level (principal quantum number),
orbital angular momentum, and the projection of the orbital angular momentum along a chosen
axis (magnetic quantum number).

An orbital can accommodate a maximum of two electrons, each with its spin projection ms.
The s, p, d, and f orbitals, for example, refer to orbitals with ℓ = 0, 1, 2, and 3, respectively.
These descriptions, along with the value of n, are used to describe the electronic configurations
of atoms.

We can define atomic orbitals as approximate solutions to the Schrödinger equation for
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electrons bound to the atom by the nucleus’s electric field. Specifically, we approximate the state
of an atom by an expansion in linear combinations of antisymmetrized products - the Slater
determinants, detailed in section 6.2 - of one-electron functions. We call the spatial components
of these one-electron functions atomic orbitals [55, 56]. When considering the spin component,
we refer to atomic spin orbitals [57].

The concept of an atomic orbital is fundamental for visualizing the excitation process
associated with a particular transition. For example, one can describe a given transition as the
excitation of an electron from an occupied orbital to an unoccupied orbital, considering the
restrictions imposed by the Pauli exclusion principle1 [58].

In summary, an atomic orbital as a one-electron wave function is an approximation for
describing electronic behavior. Exploring the atomic orbital theory, we associate the orbital with
the Hartree-Fock approximation, which reduces the complexities of molecular orbital theory
[59, 60]. We will address the Hartree-Fock method in detail in section 6.2.

2.2 TYPES OF ORBITALS

When working with spherical coordinates to describe an orbital, we obtain the product of three
factors: ψ(r, θ, φ) = R(r)Θ(θ)Φ(φ). The angular terms of atomic orbitals Θ(θ)Φ(φ) generate s,
p, d, and f functions, for example, as real combinations of spherical harmonics Yℓm(θ, φ) [61].
Usually, three mathematical approaches are used to describe the radial functions R(r), which
can be chosen as a starting point for calculating the properties of atoms and molecules with many
electrons.

HYDROGEN-LIKE ORBITALS

The nomenclature “hydrogen-like atom” is for any atom or ion with a sole valence electron,
considered isoelectronic with hydrogen.[62] Since hydrogen-like atoms are two-particle systems
with an interaction that depends only on the distance between these particles, the (non-relativistic)
Schrödinger equation can be solved analytically. The solutions are one-electron functions and
are called hydrogen-like atomic orbitals [63].

Hydrogen-like atomic orbitals are eigenfunctions of the one-electron angular momentum
operator L, and its z component, Lz, and the eigenvalues depend only on the principal quantum
number n. Consequently, to describe a hydrogen-like atomic orbital, we need no more than
the following values: n, ℓ, and mℓ. The spin quantum number ms = ±1/2 must also be added
following the Aufbau principle2 [63, 64]. This principle restricts the allowed values of the four

1The Pauli Exclusion Principle states that no two identical fermions, such as electrons, can occupy the same
quantum state simultaneously in a system.

2The principle concerns the hypothetical process of constructing an atom’s electronic distribution. As electrons
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quantum numbers in electronic configurations of atoms with more electrons. In hydrogen-like
atoms, all degenerate orbitals3 for fixed n and L, with varying Lz and s, form an atomic shell.

SLATER-TYPE ORBITALS

Slater-type orbitals (STOs), also called Slater orbitals, are functions used as atomic orbitals.
They are named after physicist John C. Slater, who introduced them in 1930 [65]. STOs are
primarily used to calculate wave functions for atomic and diatomic systems. This method is
popular in computational chemistry in ab initio methods.

STOs have the following radial parts:

R(r) = Nrn−1e−ζr (2.1)

where n is the principal quantum number; in particular, we have n = 1, 2, . . .; N is a normal-
ization constant; r is the distance of the electron from the atomic nucleus, and ζ is a constant
related to the effective nuclear charge.

We calculate the normalization constant from the integral [65, 66]:∫ ∞

0

xne−αx dx =
n!

αn+1
. (2.2)

Therefore,

N2

∫ ∞

0

(
rn−1e−ζr

)2
r2 dr = 1 =⇒ N = (2ζ)n

√
2ζ

(2n)!
. (2.3)

We commonly use spherical harmonics Y m
l (r), depending on the polar coordinates of the

position vector r, as the angular part of the Slater orbital.

GAUSSIAN-TYPE ORBITALS

In quantum chemistry, we use Gaussian-type orbitals (GTOs) as atomic orbitals in linear
combinations forming molecular orbitals [67]. GTOs serve as the basis functions in most
quantum chemistry software packages. Replacing Slater functions (STOs) with Gaussian basis
functions (GTOs) increases efficiency because the product of two Gaussians at different points in
space equals a Gaussian centered along the axis connecting them, making three- and four-index

are progressively added, they assume the most stable conditions concerning the nucleus and the already present
electrons. According to the principle, electrons fill orbitals starting from the lowest available energy states before
filling higher states. The Pauli exclusion principle limits the number of electrons occupying each orbital.

3Electronic orbitals with the same energy levels are called degenerate orbitals. According to the Aufbau principle,
the lowest energy levels are filled before the higher energy levels. Therefore, according to Hund’s rule, degenerate
orbitals are equally filled before electrons are inserted into higher energy levels.
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integrals easily reducible to two-index integrals [68]. We write a GTO as [68]:

φℓx,ℓy ,ℓz ,ζ(x, y, z) =

(
2ζ

π

) 3
4
[
ℓx!ℓy!ℓz!(8ζ)

ℓx+ℓy+ℓz

(2ℓx)! (2ℓy)! (2ℓz)!

] 1
2

xℓxyℓyzℓze−ζ(x2+y2+z2), (2.4)

where ζ is a parameter that controls the width of the Gaussian describing the orbital, and ℓx, ℓy,
and ℓz are non-negative integers indicating the nature of the orbital [68].

Specifically, when ℓx = ℓy = ℓz = 0, the orbital is spherically symmetric, i.e., of type s.
When ℓx + ℓy + ℓz = 1, there are three p-type orbitals (px, py, or pz). For ℓx + ℓy + ℓz = 2,
the functions are of type d. In Cartesian coordinates, six possible factors can appear in 2.4
multiplying the Gaussian: x2, y2, z2, xy, xz, and yz [68]. Figure 4 presents a diagram of the
spatial distribution of s, p, and d type orbitals.

Figure 4 – Atomic orbitals of types s, p, and d. The red and blue regions indicate positive and negative
phases (angle ϕ of the spherical harmonic corresponding to the orbital), respectively.

Manzoni, 2010 [68].

2.3 MOLECULAR ORBITAL THEORY

Molecular orbital theory constitutes a fundamental element in quantum chemistry that
elucidates the electronic structure of molecules. Originating in the early 20th century, this theory
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marks a significant transition from conventional atomic bonding models to a perspective based
on quantum mechanics. Essentially, this theory advances with the premise that electrons in
a molecule are not restricted to specific atomic bonds. Instead, it suggests that electrons are
delocalized, influenced by all atomic nuclei.

For most covalent molecules, we can sketch the Lewis structure4, describe the molecular
geometry, and approximate the prediction of bond angles. However, one of the most significant
known molecules, the oxygen molecule O2, presents an inconsistency with the description from
the Lewis structure. The representation has a double bond O = O, with each oxygen atom
surrounded by eight electrons. However, this structure conflicts with the paramagnetic nature of
dioxygen, a characteristic of molecules that have unpaired electrons. The Lewis structure of O2

thus suggests that all electrons pair up.
Molecular orbital theory (MO theory) explains chemical bonding, addressing, among other

phenomena, the paramagnetism of the oxygen molecule. Additionally, this theory clarifies
the bonds in other molecules, such as those that violate the octet rule, and molecules with
more complex bonds, which are difficult to describe using Lewis structures. Furthermore, MO
theory provides a framework for characterizing the energies of electrons in a molecule and the
possible location of these electrons. In contrast to valence bond theory, which uses hybrid orbitals
attributed to specific atoms, MO theory employs the combination of atomic orbitals to generate
molecular orbitals that are dispersed throughout the molecule rather than being located on its
constituent atoms [69, 70].

Molecular orbital theory describes the distribution of electrons in molecules similarly to the
distribution of electrons in atoms, using atomic orbitals. In this theory, we describe the behavior
of an electron in a molecule by a wave function, ψ, similar to the behavior of an electron in an
atom. Just as electrons around isolated atoms are confined to discrete energies, electrons around
atoms in molecules are confined to discrete energies. We call the region of space with the highest
probability of electron occupation in a molecule a molecular orbital (ψ2) [69, 70]. Similarly to
an atomic orbital, a molecular orbital is filled when it contains two electrons with opposite spins.

2.3.1 COMBINATION OF ATOMIC ORBITALS

We call the mathematical process of combining atomic orbitals to generate molecular orbitals
the linear combination of atomic orbitals. The wave function describes the wave properties of
an electron. Molecular orbitals are combinations of the wave functions of atomic orbitals. The
combination of waves can lead to constructive or destructive interference – peaks align with
valleys. In orbitals, the waves are three-dimensional, and they combine with in-phase waves,
producing regions with a higher probability of electron density, and out-of-phase waves produce

4In the Lewis structure, valence electrons are represented as dots around the symbols of atoms. Chemical bonds
are shown through the sharing of pairs of electrons between atoms, represented by a line.
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nodes.

Figure 5 – Sigma (σ) and sigma-star (σ∗) molecular orbitals are formed by the combination of two
atomic s orbitals.

σ bonding molecular orbital

(a) (b)

σ* antibonding molecular orbital

Angarov, 2018 (Adapted) [71].

Two molecular orbitals can form from overlapping two atomic s orbitals in adjacent atoms
[70]. Figure 5 illustrates the two types. The in-phase combination produces a lower-energy σs
molecular orbital, known as the bonding orbital, with the greatest electron density between the
nuclei. The out-of-phase addition creates a higher-energy σ∗

s molecular orbital [70]. The asterisk
indicates that the orbital is an antibonding orbital. Electrons in a σs orbital are attracted by both
nuclei simultaneously and are more stable than in isolated atoms. Electrons fill the lower-energy
σs orbital before the higher-energy σ∗

s orbital, just as they fill lower-energy atomic orbitals before
filling higher-energy atomic orbitals.

In p orbitals, the wave function originates two lobes with opposite phases. We indicate the
phases by coloring the orbital lobes in different colors, as illustrated in Figure 6 [70]. When
lobes of the same phase overlap, wave interference increases the electron density. Conversely,
wave interference decreases electron density and creates nodes when regions of opposite phases
overlap. When p orbitals overlap, they produce σ and σ⋆ orbitals, as shown in Figure 6. For
instance, if two atoms are located along the x axis in a Cartesian coordinate system, the two px
orbitals overlap and form σpx, a bonding orbital, and σ∗

px, an antibonding orbital.

Figure 6 – Combination of two p atomic orbitals creating (σp) and
(
σ∗
p

)
orbitals.

Gates, 2019 [72] (Adapted).
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The overlap of two p orbitals results in the formation of two π molecular orbitals when
oriented, as shown in Figure 7 [70, 73]. An antibonding molecular orbital with two nodes is
obtained when out-of-phase orbitals are combined, as depicted in Figure 7 (a). One node contains
the internuclear axis, and the other is perpendicular to the axis. On the other hand, a bonding
orbital results in-phase orbitals are combined, as shown in Figure 7 (b).

Figure 7 – Combination of two p atomic orbitals that can result in (a) πp and (b) π∗
p orbitals.

Moscow Region State University, 2019 (Adapted) [73].

In the molecular orbitals of diatomic molecules, each atom has two sets of p orbitals oriented
side by side (py and pz). These four atomic orbitals combine in pairs to create two π and two
π∗ orbitals [74]. The πpy and π∗

py orbitals are oriented at right angles to the πpz and π∗
pz orbitals.

Except for their orientation, the πpy and πpz orbitals are identical and have the same energy,
making them degenerate orbitals. The antibonding π∗

py and π∗
pz orbitals are also identical except

for their orientation. The combination of the six p atomic orbitals in two atoms produces a total
of six molecular orbitals: σpx and σ∗

px, πpy and π∗
py, πpz and π∗

pz. Figure 8 provides an example of
fluorine fluoride.

Within the framework of molecular orbital theory, we analyze the distribution of electrons
in molecules by considering the overlap and combination of atomic orbitals. This analysis is
crucial for understanding the content addressed in the next chapter, which deals with electronic
transitions.
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Figure 8 – Molecular orbital diagram for F2. Note that the π-type MOs formed by combining px and py
orbitals form degenerate sets. The highest occupied molecular orbitals are the 1πg orbitals, and the

lowest unoccupied molecular orbital is the 3σu orbital.

(a) (b)

Eames, 2014 (Adapted) [74].
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CHAPTER 3

SPECTROSCOPY AND ELECTRONIC TRANSITIONS

SPECTROSCOPY uses electronic transitions to provide information about the structure and
properties of matter [75]. Analyzing electronic transitions is fundamental for interpreting

absorption and emission spectra, providing valuable material information. Furthermore, the
chemistry of organic compounds is governed by the electrons in their molecules. Knowledge
about the interaction of electrons with light is essential, as it allows understanding of the
absorption and emission processes of energy in the form of electromagnetic radiation. Electronic
transitions involve the transfer of electrons between atomic or molecular orbitals. These processes
are responsible for various organic compounds’ color, fluorescence, and optical properties.

3.1 ELECTRONIC TRANSITIONS

Changes in the energy of the involved electrons accompany electronic transitions. When an
electron absorbs a photon, a transition to a higher-energy orbital occurs, denoted as an exciting
transition. When an electron in a higher-energy orbital returns to a lower-energy orbital, it emits
a photon. We call this transition a relaxed transition.

3.1.1 HOMO-LUMO ENERGY GAP

The HOMO-LUMO energy gap is the energy difference between the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) in a molecule.
The HOMO-LUMO energy gap is essential in describing a molecule’s electronic and optical
properties.

The HOMO-LUMO energy gap determines the molecule’s ability to absorb photons and
transfer electrons. Light absorption occurs when a photon with energy equal to or greater than
the HOMO-LUMO energy gap is absorbed by a molecule, resulting in an excited electronic
transition.

In the case of molecular hydrogen, between the σ orbital (HOMO) and the σ∗ orbital (LUMO).
The σ orbital is filled with electrons, while the σ∗ orbital is empty, as schematized in Figure 9.
When a photon with a specific energy is absorbed, an electron is excited from the σ orbital to the
σ∗ orbital, creating an excited state. We call this transition a σ - σ∗ transition, and it is possible
because the photon energy corresponds to the energy difference between the HOMO and the
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LUMO. The excited electron in the LUMO is less stable than in the HOMO. It tends to relax to
the ground state, returning from the σ∗ orbital to the σ orbital and releasing the absorbed energy
as a photon.

Figure 9 – The electronic transition of hydrogen has an energy variation ∆E of 258 kcal/mol, which
corresponds to light with a wavelength of 111 nm.

H H
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(LUMO)

(HOMO)
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LUZ UV
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σ∗

σ

Author, 2023.

When a molecule with a double bond, such as ethene, absorbs light, it undergoes a π − π∗

electronic transition. Unlike the σ − σ∗ transition, the π − π∗ energy gap is narrower, meaning
the energy required to excite an electron is lower. This mechanism causes ethene to absorb light
at a longer wavelength than molecular hydrogen - around 165 nm.

The π− π∗ transition is possible because the double bond in ethene has two π orbitals. When
a photon with sufficient energy is absorbed, it excites an electron from the π orbital to the π∗

orbital, creating an excited state. The photon’s energy must match the energy difference between
the HOMO and the LUMO.

As in the case of molecular hydrogen, the excited electron in the LUMO of ethene is less
stable than in the HOMO and tends to relax to the ground state, returning from the π∗ orbital to
the π orbital and releasing the absorbed energy as a photon. This process, known as emission,
is responsible for the light emitted by certain fluorescent materials, including some dyes and
organic compounds.

Thus, the HOMO-LUMO energy gap in the π − π∗ transition is smaller in conjugated
chains. Because the energy required to excite electrons is lower, the absorbed light has a longer
wavelength.

In the case of 1,3-butadiene, a molecule with four carbon atoms in a chain, there are four
available 2pz atomic orbitals for forming molecular orbitals, as shown in image 10. The bottom
two orbitals form bonds, while the top two form antibonds. When we compare this molecular
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orbital representation to ethene, an example of an isolated π bonding, we observe that the energy
gap between the HOMO and the LUMO is smaller for the conjugated system.

Figure 10 – The 1,3-butadiene absorbs UV light with a wavelength of 217 nm. We see that the
HOMO-LUMO energy gap is indeed smaller for the conjugated system.

C C

C C

H H

H

H

H

H

Ψ∗4
Ψ∗3

Ψ2

Ψ1

∆E
132 kcal/mol

Ψ∗4
Ψ∗3

Ψ2

Ψ1

217 nm

Author, 2023.

Chromophores are functional groups or parts of a molecule responsible for absorbing light at
a specific wavelength. These groups absorb light when an electron is promoted from the HOMO
to the LUMO. We will thus study chromophores in more detail.

3.1.2 CHROMOPHORES

Chromophores are functional groups responsible for the color of organic compounds. They
can absorb visible light photons, resulting in excited electronic transitions. Physical equations
govern the absorption of light by chromophores, describing the phenomenon. In this section, we
will explore chromophores and the physical equations that describe them [30].

3.1.2.1 Functional Groups and Properties of Visible Light Absorption

Chromophores are functional groups with π or non-bonding electrons in their structure.
These electrons can absorb visible light photons, resulting in excited electronic transitions. These
functional groups have unique light absorption properties, making them useful as indicators for
different chemical reactions and biological processes. Additionally, the presence of chromophores
in organic compounds can affect their physical and chemical properties, such as solubility,
reactivity, and stability [76–78].

Among the most common chromophores, the nitro group (NO2) stands out, with its high
dipole moment allowing it to interact with other molecules through hydrogen bonding and dipole-
dipole forces. The carbonyl group (C = O), found in compounds such as ketones, aldehydes, and
carboxylic acids, shows intense absorption in the electromagnetic spectrum region corresponding
to visible light.
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Other important chromophores include the azo group (−N = N−), which is frequently
used as a dye in paints and fabrics; the azomethine group (−N = N − C−), which is found in
compounds like azo dyes and luminescent materials; and the azide group (−N = N−N = N−),
which shows intense absorption in the visible light region of the electromagnetic spectrum and is
used as a dye in various applications.

Besides these functional groups, chromophores can also include aromatic groups such as
benzene (C6H6) and naphthalene (C10H8), which exhibit intense absorption in the visible light
region of the electromagnetic spectrum and are often used as dyes and indicators.

3.2 SPECTROSCOPY

Spectroscopy is a technique used to study the interaction of light with matter. It allows the
analysis of light absorbed, transmitted, or reflected by materials at different wavelengths. By
analyzing these spectra, one can determine information about the chemical composition and
properties of materials, such as molecular structure and optical properties.

3.2.1 APPLICATIONS OF SPECTROSCOPY IN THE ANALYSIS OF MOLECULAR PROPERTIES

Scientists widely use spectroscopy in various fields, from the analysis of chemical compounds
to astrophysics [79]. The study of electronic transitions is crucial for interpreting absorption
and emission spectra, which provide valuable information about the structure and properties of
matter.

Infrared spectroscopy is a vibrational analysis technique that provides information about the
molecular properties of materials. In infrared spectroscopy, vibrating atoms in a molecule absorb
energy from infrared radiation, leading to changes in the molecules’ energy levels.

Molecules exhibit different vibrational modes corresponding to different infrared spectrum
frequencies. These vibrational modes can be divided into two main types: stretching and bending
modes.

Symmetric and asymmetric stretching are two distinct vibrational modes that differ in how
the atoms in a molecule move relative to each other. Symmetric stretching preserves the geometry
of the molecule, while asymmetric stretching results in changes in the molecular geometry [80],
as illustrated in Figure 11.

Bending vibration is another type of vibrational mode that occurs in polyatomic molecules.
Unlike stretching vibrations, which involve changes in the distances between the atoms of a
chemical bond, bending vibrations refer to changes in the angles between chemical bonds [80].

In bending vibrations, the atoms move in a pattern that causes the angle between the chemical
bonds to increase or decrease. These movements can occur in different planes and directions and
sometimes combine with stretching movements. Different bending vibrations include in-plane
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Figure 11 – Stretching vibrational modes.
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Figure 12 – Bending vibrational modes.

Ojeda, Jesús & Dittrich, Maria, 2012 [81].

bending, where the atoms move in the same plane as the chemical bonds. A typical example
is angular vibration, where two atoms bonded to a central atom move in opposite directions
in the same plane, causing the angle between the chemical bonds to increase or decrease, and
out-of-plane bending, where the movement of the atoms happens outside the plane of the
chemical bonds. An example is torsional vibration, where the atoms move in opposite directions
in different planes, resulting in a change in the angle between the chemical bonds and a rotation
of the molecule.

3.2.2 UV-VIS SPECTROSCOPY

UV-VIS spectroscopy is a widely used analytical technique for determining light absorption
in organic and inorganic compounds. This technique is based on the electrons present in the
compounds absorbing ultraviolet (UV) and visible (VIS) light.
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The absorption of UV-VIS radiation is directly proportional to the number of electrons
present in the molecule, and the absorption intensity is influenced by the wavelength of the
radiation and the concentration of the sample.

The Beer-Lambert law, which relates light absorption to the concentration of the sample, is
[30]:

A = ϵlc (3.1)

where A is the absorption, ϵ is the molar extinction coefficient, l is the optical path length of
the sample, and c is the concentration of the sample.

Using the Beer-Lambert law, we can determine a sample’s unknown concentration from its
measured absorbance. Additionally, we can use UV-VIS spectroscopy to determine a sample’s
purity by comparing its measured absorbance with the theoretical absorbance of a pure substance.

UV-VIS spectroscopy is also helpful for identifying functional groups present in organic
compounds. Functional groups, such as double bonds or aromatic rings, can lead to characteristic
absorptions at specific wavelengths.

We can describe the energy of UV-VIS radiation absorbed by the electrons in compounds
using Planck’s equation:

E = hν (3.2)

where E is the energy of the radiation, h is Planck’s constant, and ν is the frequency of the
radiation.

Using Planck’s equation, we can determine the energy of the electrons in compounds from
the absorbed wavelengths. This information can help us determine the electronic structure of the
compounds and better understand the optical properties of the materials.

3.2.3 ABSORPTION IN SPECTROSCOPY

We use transmittance and absorbance in spectroscopy to describe the interaction of light with
a sample. Transmittance is the fraction of incident light that passes through the sample, meaning
the amount of light not absorbed by the sample. It is often expressed as a percentage or a value
between 0 and 1 [58, 82].

The absorption spectrum is the graphical representation of the amount of light absorbed by
a substance as a function of the radiation’s energy. We obtain this spectrum by measuring the
transmittance or absorbance of light at a series of wavelengths. We define absorbance as:

A = − log10(T ) (3.3)
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where T is the transmittance, the fraction of incident light passing through the sample. We can
interpret the absorption spectrum regarding allowed electronic transitions between different
energy states in molecules and atoms.

Absorbance is directly proportional to the concentration of the sample and the optical path
length of light through the sample. Therefore, the higher the sample concentration or the optical
path length, the greater the absorbance. We frequently use absorbance in spectroscopy due to
its linearity with sample concentration, allowing us to quantify the amount of a substance in
a solution. On the other hand, we use transmittance to evaluate the sample’s quality and the
efficiency of the absorbance measurement, as very low transmittance values may indicate that
the sample is too thick or contains particles that interfere with the measurement.

The absorption spectrum is an essential tool in chemistry, biochemistry, and physics for
identifying substances, quantifying solution concentrations, determining oxidation states, and
studying chemical reactions. We also use the absorption spectrum to analyze substance mixtures,
allowing the identification and quantification of each component in a mixture. Furthermore, we
use the absorption spectrum to study the properties of molecules and atoms in gases, liquids, and
solids, providing information about the energies of electronic, rotational, and vibrational states.
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CHAPTER 4

ABSORPTION AND EMISSION OF ORGANIC
COMPOUNDS

FLUORESCENCE is a physical phenomenon that occurs when a material absorbs energy
from a light source and emits it at a longer wavelength. This excitation happens when the

material’s electrons absorb the incident light energy, causing them to transition to higher energy
levels. This absorbed energy is emitted as light when the electrons relax back to their original
levels [30].

The intensity and wavelength of the emitted light in fluorescence depend on the material’s
properties, including its electronic and molecular structure. Additionally, the intensity of fluores-
cence can be affected by various factors, including the concentration of the material, temperature,
and the presence of quenchers1.

In addition to the above, it is crucial to emphasize that studies related to the photon theory
proposed by Einstein have proven relevant in understanding the behavior of light under other
circumstances. For instance, this theory explains how light can interact with matter, producing
effects of singular importance, such as fluorescence and phosphorescence. Understanding these
phenomena has been vital in various fields of science, from investigating the structure of
molecules [83] to the development of new materials and technologies [84–88].

To deepen the understanding of the fluorescence phenomenon, it becomes essential to possess
a solid and comprehensive knowledge of concepts related to light absorption. This concept is
crucial for elucidating the underlying mechanisms governing fluorescence.

4.1 ABSORPTION

In 1865, as previously discussed in this work, James Clerk Maxwell developed the dynamic
theory of the electromagnetic field, in which he demonstrated that light corresponds to transverse
electromagnetic waves whose vibration frequency (ν) and wavelength (λ) are related by νλ = υ,
where υ is the propagation speed in the medium. When an electromagnetic wave passes through
a medium, it can undergo absorption, which means that part of the wave’s energy is transferred

1In physics and chemistry, a quencher is a substance or molecule that reduces the fluorescence or luminescence
of another substance or molecule, usually through an energy transfer process. Examples of quenchers include metal
ions (such as ferrous ion (Fe2+) and copper ion (Cu2+)); organic quenchers, such as aromatic amine quenchers
like acetamide and urea, and anthraquinone acid quenchers like 9,10-dicyanoanthracene; and inorganic compounds,
such as ascorbic acid and sodium chloride.
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to the medium and converted into another form of energy. Thus, the investigation of absorption
has its initial milestones in concepts that pervade the electromagnetic description of light.

4.1.1 ELECTROMAGNETIC RADIATION

Like any other periodic phenomenon, electromagnetic radiation can be characterized by its
amplitude, frequency (ν), and phase (ϕ). The frequency can be measured in waves per second.
The number of waves per centimeter is the wavenumber, ν, related to the frequency (ν) by the
relation [22]:

ν =
ν

c
, (4.1)

where c is the speed of light in the medium through which the waves propagate. The wavelength
is given by:

λ =
1

ν
. (4.2)

While the frequency is independent of the propagation medium, the wavenumber and wave-
length are not. The dependence of propagation speed on the medium gives rise to the phenomenon
of dispersion, which is of fundamental importance in spectroscopy.

4.1.2 PHOTONS

According to the formalism of quantum mechanics, radiant energy is absorbed or emitted
only in discrete quantities. The energy (e) of a photon is related to the wave frequency by Planck’s
relation:

e = hν = h
c

λ
= hcν . (4.3)

where h is Planck’s constant, equal to 6.62× 10−27 erg · s.
In photochemical applications, dealing with the energy transported by 1 mole of photons is

often convenient, thus connecting the energy changes occurring in absorption and emission to
the energy content per mole of the substance responsible for absorption or emission. The energy
in 1 mole of photons is the Einstein (E)2[89–91]:

E = Ne = Nh
c

λ
, (4.4)

with N being Avogadro’s number (6.023 × 1023).

2In photobiology, the Einstein unit is defined as the energy of one mole of photons. The Einstein is not part of
the International System of Units (SI).
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4.1.3 LIGHT ABSORPTION BY MOLECULES

4.1.3.1 General Considerations

For atoms in the gaseous state, electronic absorption bands are remarkably sharp [92], as
exemplified in Figure 13. The linewidth is determined only by pressure and temperature and is
generally 10−2 − 10−1 Å. The energy levels are distinctly separated, and the absorption states
can be characterized entirely [93].

Figure 13 – Spectra for nitric oxide and sulfur dioxide.

Lagesson-Andrasko et al., 1998. [93].

For molecules in solution, the situation is considerably more complicated. Instead of a single
absorption line, a band is observed. The amplitude originates from electronic, vibrational, and
rotational transitions that may occur [58]. To illustrate the principles involved, consider the case
of a simple diatomic molecule. The potential energy, E, as a function of the internuclear distance,
r, is given by the familiar Morse diagram, illustrated in Figure 14.

The minima in the energy level curves correspond to the equilibrium internuclear distance. v0
is the zero-point energy; v1, v2, ..., each corresponds to the potential energies of the vibrational
states that the molecule can assume. In an environment without incident electromagnetic radiation,
thermal equilibrium produces a distribution of molecules among the levels following Boltzmann
statistics [58, 94]. The number of molecules in the Nj-th level, compared to the number in the
ground state, N0, is given by:

Nj

N0

=
Pj

P0

e
−∆E
kT , (4.5)
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where ∆E is the energy difference between the j-th and ground levels, P0 and Pj are the
degeneracies of the ground and j-th states (i.e., the number of states with the same energy), and
k is Boltzmann’s constant (1.38 × 10−16erg K−1). The vibrational energy levels are typically
separated by about 3kcal mol−1 so that at room temperature, only 0.1% are found in levels above
zero. For practical purposes and at room temperature, we can consider that light absorption
originates from molecules in the lowest level of the ground state. The distribution along r

(internuclear separation) is characteristically different for molecules in the zero level than in
other levels. The most probable distance for the zero level is r0, the equilibrium internuclear
distance. For v > 1, the distribution becomes bimodal or multimodal, with extreme values being
the most significant. For a certain value, rd, of r, the interaction becomes negligible, and the
atoms can separate without further change in v. The energy difference between this state and
v = 0 is the dissociation energy3 D of the molecule, which in turn determines the molecule’s
overall bond energy.

Figure 14 – Energy diagram for a diatomic molecule with potential energies of upper and lower states
for two electronic levels.

Harilal et al. (Adapted), 2018. [95].

3The dissociation energy of a molecule is a quantity that represents the minimum energy required to separate
the atoms constituting a molecule and bring them to their isolated states. The dissociation energy measures the
molecule’s stability; the higher the dissociation energy, the stronger the chemical bond between the atoms.
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4.1.3.2 Franck-Condon Principle

Absorption or emission in polyatomic molecules is governed by the Franck-Condon principle,
formulated by James Franck and Edward Condon in 1926 [96]. In its simplest form, the principle
states that changes in the electronic distribution occur rapidly compared to bond angles and
lengths. Therefore, the nuclear configuration of a molecule, i.e., the set of bond distances and
angles, cannot appreciably change during the process of light absorption or emission by the
molecule.

In the simplest case of a diatomic molecule, the Franck-Condon principle means that an
electronic transition can be represented by a vertical line starting at r0 and ending in an excited
state with that same value of r, as depicted in Figure 14. Since r∗0 > r0, an excited vibrational
level is almost always reached upon absorption.

The field can reach higher vibrational levels if it contains the necessary energy. Some
molecules in the ground state have r values greater or smaller than r0, as there is a distribution of
r values in the molecules in the zero level of the ground state. Molecules in the ground state still
possess vibrational energy, and thus, their internuclear distances are not constant. Due to this
vibrational energy, the molecules are in constant motion, and their internuclear distances vary
around the equilibrium position. Therefore, there is a distribution of r values in the molecules in
the zero level of the ground state [97].

Absorption bands with long tails instead of abrupt terminations can exist. In long-tailed bands,
absorption is often considered thermally sensitive. In these bands, a decrease in temperature
almost invariably results in a shift of the band edge to shorter wavelengths due to the reduction
of the thermally excited population.

4.1.3.3 Effect of Conjugation on Absorption

A simplified way to consider light absorption by molecules containing conjugation involves
molecular orbital theory, which uses a linear combination of atomic orbitals (LCAO) to represent
molecular orbitals encompassing the entire molecule. The classification of these molecular
orbitals includes bonding, antibonding, and non-bonding.

In most systems of interest, π-π∗ transitions are responsible for light absorption in the lower
energy absorption regions (in some cases, n-π∗ transitions) [58]. Since π bonds occur in double
bonds, carbon-carbon, it follows that molecules with double bonds are of particular interest,
especially when there is a system of alternating single and double bonds, which allows for the
delocalization of π electrons, or conjugation. As conjugation in a molecule increases, the energy
of the π-π∗ transition decreases – which corresponds to a red shift (also known as bathochromic
shift) in absorption [98], as illustrated in Figure 15. It is noted that absorption also intensifies
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with the increase in conjugation. In the case of cis and trans isomers4, the cis isomer generally
absorbs at shorter wavelengths with a lower extinction coefficient than the trans isomer.

Figure 15 – The appearance of absorption peaks and dependence on conjugated systems.

LibreTexts Chemistry, 2014 [98].

This conjugation also occurs in aromatic systems and, as discussed, the greater the extent of
conjugation, the more significant the red shift of absorption and the higher the molar extinction
coefficient [99]. In cases where the conjugated system, whether linear or aromatic, contains
additional chemical groups, such as carbonyl groups, amide5 or azo6 groups, the absorption
characteristics can be altered by two effects.

Firstly, the additional chemical group can be a chromophore (a concept that will be further
explored in Chapter 3), thus increasing absorption at specific wavelengths. For example, a
carbonyl group (RHC = O) will exhibit a maximum absorption around 290 nm with a molar
extinction coefficient near 16 due to an n–π∗ transition. These transitions can appear as an
elevated side bump in the main absorption band [80]. Secondly, the chemical group can affect
the underlying absorption characteristic of the original molecule. The effect of these groups
depends on whether they are electron donors or withdrawers [80]. These general considerations
are helpful when examining a molecular structure and estimating the wavelength region in which
it is likely to absorb light.

4Isomers are compounds with the same molecular formula but different spatial arrangements.
5An amide is a functional group found in organic molecules, such as proteins, starch, and DNA. It consists of a

nitrogen atom bonded to two hydrogen atoms and a carbonyl group (-C=O), which is in turn bonded to another
carbon atom in the molecule.

6Found in organic molecules, the azo group consists of two nitrogen atoms (N) joined by a double bond (N=N).
This double bond is highly polar, conferring reactive properties and distinctive characteristics to the group.
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4.1.4 BEER-LAMBERT EQUATION

The molecule’s ability to absorb light at specific wavelengths can be considered in the context
of the Beer-Lambert law, sometimes known as the Beer-Lambert-Bouguer law, to recognize
the contributions of August Beer (a German physicist), Johann Heinrich Lambert (a Swiss
astronomer), and Pierre Bouguer (a French astronomer).

The Beer-Lambert equation is a mathematical relationship that describes light absorption by
a medium, such as a solution or gas. The equation is given by [100]:

I = I0e
−ϵcl , (4.6)

where I is the intensity of light emerging from the medium, I0 is the initial intensity of light
entering the medium, c is the concentration of the solution, l is the path length through the
medium, and ϵ is the molar extinction coefficient of the solution at a specific wavelength.

In the context of fluorescence, the Beer-Lambert equation can be modified to account for the
emission of light by the material, resulting in the modified Beer-Lambert equation [100]:

I = I0e
−ϵclϕ(λ) , (4.7)

where ϕ(λ) is the fluorescence quantum efficiency at a given wavelength.
Fluorescence quantum efficiency is the ratio of the number of photons emitted per unit time

to the number of photons absorbed per unit time. Thus, the Beer-Lambert equation allows us
to predict the intensity of light emitted by a fluorescent material as a function of the material
concentration, optical path length, and quantum efficiency.

4.1.5 EINSTEIN EQUATION

The Einstein equation describing the quantum efficiency of fluorescence is given by [100]:

ϕf =
kif

kif + knr + kic
, (4.8)

where ϕf is the fluorescence quantum efficiency, kif is the radiative decay rate from the excited
state to the ground state via fluorescence photon emission, knr is the non-radiative decay rate
from the excited state to the ground state through vibrational or rotational relaxation processes,
and kic is the radiative decay rate from the excited state to a lower quantum state via heat
emission.

The radiative decay rate kif is given by:

kif =
2π

ℏ
|⟨f |µ̂|i⟩|2ρ(ν) , (4.9)



ABSORPTION AND EMISSION OF ORGANIC COMPOUNDS 50

where |i⟩ and |f⟩ are the initial and final states, respectively, µ̂ is the electric dipole moment
operator, ρ(ν) is the density of photonic states, and ℏ is the reduced Planck constant.

The non-radiative decay rate knr is given by:

knr =
1

τnr
, (4.10)

where τnr is the lifetime of the excited state through non-radiative processes.
The radiative decay rate kic is given by:

kic =
2π

ℏ
|⟨i|µ̂|c⟩|2ρ(ν) , (4.11)

where |c⟩ is a state lower than the excited state. The equation shows that the quantum efficiency
of fluorescence depends on the excited state’s radiative and non-radiative decay rates.

The Einstein equation is fundamental for understanding the physics behind fluorescence
and its application in various fields. It is used in fluorescence experiments to measure different
fluorescent materials’ quantum efficiency and optimize experimental conditions to maximize
fluorescence intensity. Additionally, the Einstein equation is employed in research in chemistry,
physics, and biology to study molecular dynamics, protein structure, and molecular interactions
[101–104].

4.2 CHARACTERISTICS OF FLUORESCENCE EMISSION

A Jablonski diagram is schematized in Figure 16. The singlet electronic states of the ground
state, as well as the first and second excited states, are represented by S0, S1, and S2, respectively.
In each of these electronic energy levels, fluorophores can exist in a series of vibrational energy
levels, represented by 0, 1, 2, and so on. Vertical lines represent transitions between states, and
it is highlighted that light absorption is instantaneous. The transitions occur in about 10−15 s, a
time too short for significant nuclear displacement, according to the Franck-Condon principle
[58].

Under ambient temperature conditions, the available thermal energy is insufficient to populate
the excited vibrational states significantly. Thus, absorption and emission processes primarily
occur from molecules in the lowest vibrational energy state. The energy difference between the
excited states S0 and S1 is considerably high, making the thermal population of S1 insufficient.
For this reason, light rather than heat is used to induce fluorescence [58].

After light absorption, several processes typically occur. A fluorophore is generally excited
to some higher vibrational level of S1 or S2. With some rare exceptions, molecules in condensed
phases rapidly relax to the lowest vibrational level of S1. This process is called internal conversion
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Figure 16 – Schematic of the Jablonski Diagram.

Eiring, 2021[105].

and generally occurs within 10−12 s or less. Since the lifetimes of fluorescence are typically
close to 10−8 s, internal conversion is usually complete before emission. Therefore, fluorescence
emission generally results from a thermally equilibrated excited state, i.e., the lowest vibrational
energy state of S1.

Return to the ground state generally occurs from a higher vibrational energy level in the
excited ground state. Subsequently, this level rapidly reaches thermal equilibrium in a relaxation
process (10−12 s). An exciting consequence of emission to higher fundamental vibrational states
is that the emission spectrum is typically a mirror image of the absorption spectrum of the
S0 → S1 transition.

Molecules in the S1 state can also undergo spin conversion to the first triplet state T1. The
conversion from S1 to T1 is called intersystem crossing. The transition from T1 to the singlet
ground state is forbidden due to selection rules governing electronic transitions. However,
although the T1 to S0 transition is considered forbidden, it can still occur in phosphorescence, but
with a lower probability and over a longer time compared to fluorescence. Molecules containing
heavy atoms, such as bromine and iodine, are often phosphorescent. The heavy atoms facilitate
intersystem crossing, increasing the quantum yields of phosphorescence [30].

4.2.1 STOKES SHIFT AND KASHA’S RULE: PRINCIPLES AND IMPLICATIONS IN EMISSION

SPECTROSCOPY

The phenomenon of fluorescence exhibits several general characteristics. Exceptions are
known but rare. Generally, if a given fluorophore does not exhibit any general characteristics,
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some particular behavior of that compound can be inferred.

4.2.1.1 The Stokes Shift

The analysis of the Jablonski diagram, Figure 16, reveals that the emission energy is generally
lower than that of absorption. This phenomenon was first observed by Sir G. G. Stokes in 1852
at the University of Cambridge.

The Stokes shift is the difference between the positions of the absorption and emission
peaks of the fluorescent molecule. It occurs due to the energy loss during the transition from the
excited state back to the ground state, resulting in light emission with a longer wavelength (and
consequently lower energy) than the absorbed light. It is important to note that energy losses
between excitation and emission processes are common phenomena in fluorescent molecules
in solution. One of the leading causes of the Stokes shift is the rapid decay of the molecule to
the lowest vibrational level of the excited state S1. Additionally, fluorophores tend to decay to
higher vibrational levels of the ground state S0, causing further loss of excitation energy due to
the thermalization of excess vibrational energy. Besides these factors, fluorophores may exhibit
additional Stokes shifts due to solvent-related effects, excited-state reactions, complex formation,
and/or energy transfer [30].

4.2.1.2 Kasha’s Rule

Another general property of fluorescence is that the same fluorescent emission spectrum
is usually observed regardless of the excitation wavelength. Such phenomenon is known as
Kasha’s rule [30]. Excess energy is rapidly dissipated after excitation to higher electronic and
vibrational levels, leaving the fluorophore in the lowest vibrational level of S1. This relaxation
occurs in about 10−12 s and is the result of a substantial overlap between several nearly equal
energy states. Due to this rapid relaxation, emission spectra are generally independent of the
excitation wavelength.

Exceptions exist, such as fluorophores in two ionization states, each exhibiting distinct
absorption and emission spectra. Fluorophores in two ionization states are fluorescent molecules
that can assume two distinct ionized forms depending on environmental conditions, such as pH
or the presence of other ions. Each ionized form of the fluorophore has different absorption
and emission properties, which can result in distinct absorption and emission spectra for each
ionization state.

Additionally, some molecules are known to emit from the S2 level, but such emission is rare

and usually not observed in biological molecules. When a molecule emits from the S2 level,

the emission occurs from the second electronically excited state rather than the first excited
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state (S1), which is more common. The emission spectrum of a molecule emitting from the

S2 level may exhibit distinct features compared to molecules emitting from the S1 level. Since

the S2 level has higher energy than the S1 level, the emission energy of molecules emitting

from the S2 level will also be higher. This will result in shorter emission wavelengths compared

to emission from the S1 level. Due to S2 level emission, the emission spectrum may not be a

mirror image of the absorption spectrum corresponding to the S1 level. Differences in peaks

and spectrum shape may occur due to the electronic structure and energy distribution in the S2

level. Furthermore, since the S2 level is a higher energy excited state, the relaxation rate to the

ground state (S0) is generally faster. This can result in shorter emission lifetimes compared to

emission from the S1 level. Finally, due to the higher energy of the S2 level, there is a greater

likelihood of non-radiative processes, such as energy transfer to other molecules or internal

conversion, competing with photon emission. This can lead to lower fluorescence quantum yields

for molecules emitting from the S2 level.
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CHAPTER 5

SPECTROSCOPIC TECHNIQUES

THE APPLICATION of spectroscopic techniques has been a significant advancement in

investigating the properties of matter in various scientific fields. These techniques provide

precise and non-invasive information, enabling analyses of samples without compromising their

integrity.

The history of spectroscopy began when researchers developed experimental methods in the

accessible region of the electromagnetic spectrum, enabling them to employ the human eye as

a detector. Progress in technology and a deeper understanding of the fundamental principles

of physics and chemistry have further expanded the application of different regions of the

electromagnetic spectrum for various types of samples [106–108].

Researchers use visible and ultraviolet light absorption and emission spectroscopy to de-

termine the molecular structure of organic and inorganic compounds [109–111]. Conversely,

they apply infrared and Raman spectroscopy techniques to identify chemical bonds in molecules

and compounds [112–114]. Nuclear magnetic resonance spectroscopy and X-ray photoelectron

spectroscopy are powerful tools for studying the electronic structure of materials at an atomic

scale.

Advanced microscopy techniques, such as transmission electron microscopy, provide an

enlarged view beyond the human eye’s capability, allowing the observation of structures at

the nanometer scale. This capability is essential for understanding morphology at significantly

reduced scales, enabling precise and detailed analyses of the organization of materials in their

most elementary form.

This chapter is intended to describe the experimental techniques used to extract information

and characterize the materials analyzed in this study. The objective is to provide a comprehensive

overview of the techniques employed to obtain detailed information about the properties of the

materials, such as the absorption spectrum, emission, and lifetime of the samples.
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5.1 ABSORPTION

The absorption process is essential for understanding various physical and chemical processes,

as it transfers energy between photons and electrons in a system. In Chapter 1, the fundamental

aspects of this phenomenon were addressed, including the explanation of the process of promoting

an electron to an excited state and returning to the ground state with the emission of a photon.

This understanding is essential for interpreting the various experimental results.

Absorption spectroscopy is a widely used technique across all regions of the electromagnetic

spectrum. Conducting an absorption experiment is straightforward, requiring only four main

elements: a light source, an absorption cell, a dispersing element, and a detector. Figure 17

illustrates this simple experimental apparatus.

Figure 17 – Main components of an absorption experiment.

WPI, 2019 [115].

The choice of an appropriate light source for an absorption spectroscopy experiment is related

to the region of the electromagnetic spectrum in which the sample absorbs. Generally, the light

source must present a broad range of wavelengths with uniform intensity. Tungsten filaments

and deuterium lamps commonly emit light in the visible and near-ultraviolet range.

The cell in the absorption technique must allow the radiation emitted by the source to pass

through the sample and have an appropriate wavelength for absorption. Researchers commonly

use quartz cuvettes with polished faces for the absorption tests. However, various other cells are

available, such as glass, KBr, and mica cells, which should be chosen according to experimental

needs. The dispersing element, in turn, is responsible for separating the wavelengths of the light

transmitted by the sample. This process can be performed using a prism, a diffraction grating, or

an interferometer.
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In absorption spectroscopy, the detector measures the radiation transmitted by the sample

after passing through the dispersing element. The available detectors are crystal diodes, Golay

cells, photomultipliers, and photographic plates. Currently, most spectrometers employ CCD

cameras as detectors. The collected spectrum is usually sent to a computer and processed by

specialized software that displays and captures the data, presented in a graph of absorbance or

percentage of transmittance as a function of wavelength or wavenumber.

In high-resolution spectroscopy, the phase of the material is a critical factor that must be

considered. The sample is generally in the gas phase at low pressure, as this is where information

about the rotational structure is best obtained. In the liquid phase, this information is not as

readily available, and in the solid phase, rotational movement is extinguished. Therefore, to

avoid a loss of information, it is necessary to carefully choose the range of the electromagnetic

spectrum where absorption occurs and consider the phase in which the material should be.

In the following chapters, we obtained the absorption measurements using the Ocean Optics

UV-VIS spectrometer with plate number 1. A computer program can interpret the resulting

spectrum, which produces a graph of absorbance or transmittance as a function of wavelength or

wavenumber.

5.2 EMISSION

Specific equipment can perform absorption and emission spectrum measurements, as the

experimental setups for both techniques are similar. The emission spectrum of a sample is the

wavelength distribution of the light emitted when excited by a single wavelength [116]. Typically,

researchers represent this spectrum as intensity versus wavelength (measured in nm), but in some

cases, they display it as a function of wavenumber (measured in cm−1).

A spectrofluorometer is an equipment used for measuring light emission. The equipment uses

a xenon lamp, which produces high-intensity light with a broad emission spectrum. Motorized

monochromators in the equipment allow for the automatic selection of excitation and emission

wavelengths [116]. These monochromators are motorized, enabling automatic scanning of all

wavelengths. A photomultiplier tube detects the emission, and the data is then sent to a computer

for processing by specialized software, which generates the spectrum graph.

Spectrofluorometers feature optical components that support the sample, such as the shutter
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Figure 18 – Spectrometer. 1) connector; 2) slit; 3) filter; 4) collimator mirror; 5) diffraction grating; 6)
focusing mirror; 7) detector collection lens L2; 8) detector.

USB2000+ Fiber Optic Spectrometer Operation Manual, 2010. [117]

and beam splitter. The beam splitter is used to obtain a reference beam, which can help correct

variations in the light source’s intensity.

A widely used instrument in emission analyses is the spectrometer, which exhibits remarkable

versatility in experimental configuration and is notably helpful in spectroscopy laboratories. This

equipment consists of a static module that includes mirrors, filters, diffraction gratings, and a

CCD detector. Incident light in the spectrometer passes through a slit and a filter before being

reflected by a first mirror, which collimates it for the diffraction grating. The resulting beam,

decomposed into different wavelengths, is reflected by a second mirror and directed to the CCD

detector.

As with the spectrofluorometer, the collected data are interpreted by software that gener-

ates the intensity graph versus wavelength (or wavenumber). Figure 19 illustrates a standard

experimental configuration used in spectroscopy tests employing a spectrometer.

5.3 LIFETIME

The study of the dynamics of excited states is essential for understanding photophysical,

photobiological, and photochemical processes. Two time-resolved techniques used to measure

lifetime are pulse fluorometry and phase modulation fluorometry. The former involves exciting the

sample with a short light pulse, while the latter involves excitation with sinusoidally modulated
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Figure 19 – Typical emission collection setup using a spectrometer.

Laser

Sample in 

quartz cuvette

Photodetector

Paschotta [118].

light at high frequency. Although theoretically equivalent, pulse fluorometry is more suitable for

visualizing fluorescence decay, making it the technique of choice for the lifetime measurements

presented in this work. Figure 20 illustrates the principles of these techniques.

Figure 20 – Principles of phase-modulation fluorometry. The phase shift ϕ and the modulation ratio
M = m/m0, where m is the modulation depth of the fluorescence, characterize the harmonic response of
the system. These parameters are measured as a function of the modulation frequency. The dotted line on

the right represents the corresponding fluorescence.

Adapted from Valeur et al., 2012. [119]

A light pulse exciting a sample produces fluorescence intensity that follows exponential

decay. This decay mathematically describes a sum of exponentials, indicating the excitation

of multiple states. The time constant obtained from this exponential decay is known as the

excited state lifetime. In most cases, the decay better represents a sum of exponentials due to

the excitation of various states. The exponential decay of fluorescence intensity I(t) can be

mathematically expressed as:
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I(t) = αe−t/τ , (5.1)

where τ is the decay time (or lifetime) and α is the pre-exponential factor or amplitude.

In scenarios where the decay is monoexponential, α is the intensity at time t = 0. For

multiexponential decay with n components, the intensity I(t) is written as:

I(t) =
n∑

i=1

αie
−t/τi . (5.2)

In cases where the fluorescence decay is multiexponential, the lifetime (or average decay

time) can be defined as:

< τ >=

∑n
i=1 αiτi∑n
i=1 αi

. (5.3)

Pulse fluorometry is a widely used technique for determining the lifetime of excited states.

This method counts photons emitted by the sample after light pulse excitation. The fluorescence

intensity is proportional to the probability of detecting a single photon at a given time. After

repeated excitation, researchers time and record individual photons, allowing them to reconstruct

the fluorescence decay curve. A conventional photon counting instrument includes an excitation

source (flash lamp or laser), a time-to-amplitude converter (TAC), and a photomultiplier. The

decay curve is constructed from a histogram of pulse heights generated after many excitation

and detection cycles. The technique offers high sensitivity, excellent dynamic range and linearity,

and well-defined statistics (Poisson distribution), allowing for the analysis’s proper weighting of

data points.

The lifetime measurements in the present thesis were acquired using the Horiba NanoLog

UV-VIS-NIR Fluorometer at the Laboratory of Nano-Photonics and Imaging (IF-UFAL).

This section provides an overview of the experimental techniques employed in the study.

The upcoming section will delve into the computational methods, detailing the pivotal Density

Functional Theory used for the theoretical analysis in this thesis.
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Figure 21 – The operation of a conventional single-photon counting instrument, including the generation
and routing of electrical pulses, excitation of the sample, and photon detection using a photomultiplier.
After a large number of excitation and detection events, the histogram of pulse heights represents the

fluorescence decay curve.

Valeur et al., 2012. [119]
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CHAPTER 6

DENSITY FUNCTIONAL THEORY

COMPUTACIONAL simulations have become a valuable tool for the mathematical mod-

eling of many natural systems with applications in areas such as physics, astrophysics,

climatology, chemistry, biology, and engineering [120–124]. This tool is powerful for estimating

complex systems. The resulting mathematical dynamics from the program execution represent

the behavior of the natural system. The advantages of computational simulations include testing

proposed models of natural phenomena and generating data that may be difficult to obtain

experimentally.

Monte Carlo (MC) simulations and Molecular Dynamics (MD) simulations utilize prototype

systems, which interact through a known force field and provide valuable information on

thermodynamics, structure, and, in the case of MD, the dynamics of liquids. The success of these

methods lies mainly in the quality of the potential models employed without compromising the

computational feasibility of the calculations. Compared to macroscopic systems, the application

of these models to systems of reduced size is sufficient to allow measurements of observable

properties in remarkable agreement with experimental data.

However, quantum mechanics simulate chemical systems, including electronic structure

calculations and molecular spectroscopy. Ab initio methods1 usually are employed that use

Schrödinger’s equations to describe the electronic structure of molecules, and the simulations

are performed through numerical methods that solve these equations [62].

Envisaging the use of quantum mechanics methods to simulate chemical systems, the Hartree-

Fock (HF) method has garnered significant interest. This method is widely used in theoretical

1Ab initio methods are computational theoretical chemistry methods used to calculate properties of molecules
and materials without using experimental information or prior data. The term "ab initio" comes from Latin and
means "from first principles".
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chemistry and physics because it provides an approximate description of the behavior of electrons

in molecules and solids. The application of this method allows researchers to investigate and

predict molecular properties, such as energy, equilibrium geometry, and vibrational spectra. The

HF method calculates molecules’ electronic structure and aims to find the solution to the system’s

Schrödinger equation.The Hartree-Fock energy is not as low as the exact energy. The difference

is due to electron correlation effects and is called the correlation energy. The Hartree-Fock

wavefunction does not include these correlation effects because it describes the electrons as

moving in the average potential field of all the other electrons (more details in 6.2.1). This

method is based on an approximation that considers the system’s wave function through a single

Slater determinant.

Density Functional Theory (DFT) is is a quantum-mechanical method used in theoretical

chemistry to calculate properties of chemical systems, such as binding energy, molecular ge-

ometry, polarizability, and electron density, among other properties [125]. The main difference

between DFT and other ab initio methods is that electron density is the fundamental variable,

unlike the wave function used by traditional quantum mechanics methods. DFT uses an approxi-

mation for the density functional, a mathematical expression that relates the electron density to

the system’s total energy.

On the other hand, the Hohenberg-Kohn Theorem, which establishes that electron density

contains all the necessary information to determine the system’s total energy, is the basis for

DFT [126]. This means that, from the theorem, it is possible to determine the total energy of a

chemical system only with its electron density. With this in mind, we will delve deeper into the

concepts discussed in this section.

6.1 BORN-OPPENHEIMER APPROXIMATION

The problem essentially consists of obtaining solutions to the Schrödinger equation for a

system with n electrons at r = {ri} andN nuclei at R = {rα}. Considering only the electrostatic

interactions between the particles, the Schrödinger equation is given by

Ĥ|Ψ(r;R)⟩ = E|Ψ(r;R)⟩, (6.1)
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where Ĥ is the Hamiltonian of the system given by:

Ĥ = −
N∑

α=1

1

2mα

∇2
α −

n∑
i=1

1

2
∇2

i +
N∑
α

N∑
β>α

ZαZβ

rαβ
−

n∑
i

N∑
α

Zα

riα
+

n∑
i

n∑
j>i

1

rij
. (6.2)

In the given context, Zα and mα correspond to the atomic number and mass of the nucleus

α respectively. At the same time, rαβ represents the distance between the nuclei α and β, riα

denotes the distance between the electron i and the nucleus α, and rij stands for the distance

between the electrons i and j.

To simplify, the Hamiltonian can be expressed as:

Ĥ = T̂N(R) + T̂e(r) + ÛNN(R) + ÛeN(r;R) + Ûee(r). (6.3)

The first and second terms in the above expression are the nuclear and electronic kinetic

energies, respectively. The other terms are associated with the nucleus-nucleus, electron-nucleus,

and electron-electron interactions. For simplicity, the equations will be written in the Hartree

atomic units (a.u.) system where the electron mass (me), electron charge (e), Bohr radius (a0),

Coulomb’s law constant (1/4πε0), and Dirac constant (ℏ) are defined as unitary.

In expression 6.3, the term ÛeN(r;R) prevents the separation of the Hamiltonian into an

electronic and a nuclear part, which would allow writing the wave function as a product of a

nuclear and an electronic term (Ψ(r;R) = ψ(r)ϕ(R)). Considering that the electrostatic forces

between electrons and nuclei acting on the system are of the same order of magnitude, the

variations in the momenta of the particles caused by these forces must also be of the same order

of magnitude. Assuming that the momenta of the electrons and nuclei are of the same order of

magnitude, the more massive nuclei will have much lower velocities than the electrons. Thus, on

the time scale of nuclear motions, the electrons quickly relax to the configuration corresponding to

the stationary state at that instant. Therefore, solving the time-independent Schrödinger equation

is acceptable, assuming that the nuclei are stationary. Initially, the problem for the electronic

ground state is solved, and then the system’s energy in the configuration corresponding to this

state is calculated, including the nuclear motion. This separation of electronic and nuclear motion

is known as the Born-Oppenheimer approximation [127] and allows separating the electronic
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and nuclear wave functions (Ψ(r;R) = ψ(r;R)ϕ(R)), where the parametric dependence of

the potential ÛeN(r;R) with R was created. When using this approximation, the Schrödinger

equation must be written while considering the nuclei as fixed:

Ĥ′ψ(r;R) = E ′ψ(r;R), (6.4)

where Ĥ′ is given by:

Ĥ′ = T̂e(r) + ÛNN(R) + ÛeN(r;R) + Ûee(r). (6.5)

Since T̂e(r) ≫ T̂N(R), the term T̂N(R) has been eliminated from the Hamiltonian. In

general, the second term is neglected in expression 6.5, as this term contributes only with a

shift in the energy levels since R enters as a parameter in the Hamiltonian and consequently

ÛNN(R) will contribute as a constant. Removing ÛNN(R) from the Hamiltonian, the electronic

Schrödinger equation can be written as:

Ĥeψ(r;R) = Eeψ(r;R), (6.6)

where Ĥe is the electronic Hamiltonian given by:

Ĥe = T̂e(r) + ÛeN(r;R) + Ûee(r). (6.7)

Rewriting the Schrödinger equation considering the total Hamiltonian 6.3 and rewriting the

wave function in terms of the electronic (ψ(r;R)) and nuclear (ϕ(R)) wave functions, we obtain

[
T̂N(R) + T̂e(r) + ÛNN(R) + ÛeN(r;R) + Ûee(r)

]
ψ(r;R)ϕ(R) = Eψ(r;R)ϕ(R).

(6.8)

Using 6.6 and 6.7, and applying the chain rule for T̂N(R) = −
∑N

α=1
1

2mα
∇2

α, we can write

(
ÛNN(R) + Ee

)
ψ(r;R)ϕ(R) + ψ(r;R)T̂N(R)ϕ(R)−

∑N
α=1

1
2mα

[2∇αψ(r;R)∇αϕ(R)

+ϕ(R)∇2
αψ(r;R) = Eψ(r;R)ϕ(R).

(6.9)

The terms in brackets, which are proportional to the first and second derivatives of the



DENSITY FUNCTIONAL THEORY 65

electronic wave function concerning the nuclear coordinates, are known as vibronic coupling

terms. These terms are difficult to calculate and are neglected in the Born-Oppenheimer ap-

proximation, as the term ∇αψ(r;R) is approximately of the same order of magnitude as

∇iψ(r;R) and consequently the contribution of the term in brackets will be of the order of

1/ (2mα)∇2
αψ(r;R) ≈ p2e/ (2mα) = (me/mα)Te ∼ 1/1840Te. Thus, after neglecting the

vibronic coupling, we obtain

ψ(r;R)T̂N(R)ϕ(R) + ÛNN(R)ψ(r;R)ϕ(R) + Eeψ(r;R)ϕ(R) = Eψ(r;R)ϕ(R). (6.10)

Consequently, a nuclear Schrödinger equation can be written as

ĤNϕ(R) =
[
T̂N(R) + ÛNN(R) + Ee

]
ϕ(R) = Eϕ(R). (6.11)

The movement of the nuclei is determined by the potential generated by the electrons, which

can be computed by solving the electronic problem for a specific set of nuclear coordinates, as

described by the equation.

Ĥeψ(r;R) =
[
T̂e(r) + ÛeN(r;R) + Ûee(r)

]
ψ(r;R) = Eeψ(r;R). (6.12)

6.2 THE HARTREE-FOCK METHOD

The already well-established Hartree-Fock method boasts significant relevance. It not only

provides a pleasing estimate for the challenge involving multiple electrons but also serves as a

starting point for other sophisticated techniques, such as Møller-Plesset perturbation methods

(MP) and Density Functional Theory (DFT), both of which will be addressed throughout the

chapter.

Initially, it is essential to consider the Born-Oppenheimer approximation, whose purpose is

to solve the electronic Schrödinger equation. In an electronic system, the wave function must

adhere to the property of antisymmetry when exchanging coordinates of a pair of electrons. [62].

This antisymmetry can be incorporated by representing the wave function as a combination of

specific determinants. These determinants are known as Slater determinants [62].

However, solving this issue presents a considerable challenge. An appropriate approximation
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consists of replacing the impediment of identifying a single wave function for the N electrons

of the system with the problem of determining N individual wave functions for one electron,

known as molecular spin-orbitals. This approximation is the essence of the HF method, and

according to this model, the wave function can be written as just one Slater determinant:

ψ = ψ(r;R) =
1√
n!

∣∣∣∣∣∣∣∣∣∣∣∣

χ1 (r1) χ2 (r1) · · · χn (r1)

χ1 (r2) χ2 (r2) · · · χn (r2)
...

... . . . ...

χ1 (rn) χ2 (rn) · · · χn (rn)

∣∣∣∣∣∣∣∣∣∣∣∣
(6.13)

where χi (rj) correspond to the normalized single-electron molecular spin-orbitals. It is simple

to prove that the described wave function is normalized.

According to the properties of determinants, it can be observed that the exchange of coordi-

nates between two electrons (ri ↔ rj) implies the inversion of the sign of the electronic wave

function.

Effectively, by swapping columns i and j of the determinant:

ψ (r1, . . . , ri, . . . , rj, . . . , rn) → ψ (r1, . . . , rj, . . . , ri, . . . , rn) . (6.14)

According to the properties of determinants, the permutation of two columns results in the

inversion of the determinant’s sign:

det(ψ (r1, . . . , rj, . . . , ri, . . . , rn)) = −det(ψ (r1, . . . , ri, . . . , rj, . . . , rn)). (6.15)

Furthermore, it is observed that two identical spin-orbitals imply two identical columns in

the determinant, rendering it null. This is consistent with the Pauli exclusion principle, which

states that two electrons cannot occupy the same quantum state.

Using Dirac notation, the HF wave function can be written in a manner equivalent to the

determinant form [68]:

|ψ⟩ = 1√
n!

n!∑
i=1

(−1)pi
∣∣∣P̂i {χ1(1)χ2(2) . . . χn(n)}

〉
, (6.16)

where χl(j) ≡ χl (rj) , P̂i is the operator that generates the i-th permutation of the particle
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coordinates, and pi is the minimum number of pair exchange operations needed to transform

the state |χ1(1)χ2(2) . . . χn(n)⟩ into the state
∣∣∣P̂i {χ1(1)χ2(2) . . . χn(n)}

〉
. Thus, the expected

value of the electronic Hamiltonian is:

〈
ψ
∣∣∣Ĥe

∣∣∣ψ〉 = ⟨ψ |(O1 +O2)|ψ⟩ = ⟨ψ |O1|ψ⟩+ ⟨ψ |O2|ψ⟩ , (6.17)

where O1 and O2 are one-electron and two-electron operators, given by

O1 =
n∑

i=1

h(i), (6.18)

with

h(i) = −1

2
∇2

i −
N∑
α

Zα

riα
, (6.19)

and

O2 =
n∑
i

n∑
j>i

1

rij
. (6.20)

From equations (6.18) and (6.20), the expected value of the operator O1, which acts on an

electron, is calculated using antisymmetric permuted wave functions. The simplified expression

for the expected value of the operator O1 is obtained by considering the symmetry of the

permuted wave functions and the indistinguishability of identical particles in quantum mechanics.

The final expression is a sum of the expected values of O1 in all possible states α. Next, the

average value of the two-electron operator, O2, is calculated similarly, again considering the

symmetry of the permuted wave functions and the indistinguishability of identical particles in

quantum mechanics, as discussed in Appendix A.

E(ψ) = ⟨ψ|Ĥ|ψ⟩ =
n∑

α=1

⟨α|h|α⟩+ 1

2

∑
α,β

⟨αβ∥αβ⟩. (6.21)

This equation is an expression to calculate the total expected energy, E(ψ), of a quantum

system described by a wave function ψ, considering an orthogonal basis of states. The equation

consists of two main parts. The first part of the equation,
∑n

α=1⟨α|h|α⟩, represents the kinetic and

potential energy of the electrons in the system. The operator Ĥ is the Hamiltonian operator, which



DENSITY FUNCTIONAL THEORY 68

describes the system’s total energy. The symbol ⟨α|h|α⟩ is a Dirac notation (bra-ket) representing

the expected value of the Hamiltonian operator for the state |α⟩. The sum is performed over

all possible states, from 1 to n. The second part of the equation, 1
2

∑
α,β⟨αβ|αβ⟩, describes the

electrostatic repulsion energy between the electrons. The term ⟨αβ|αβ⟩ represents the repulsion

energy between the electrons in the states |α⟩ and |β⟩. The factor 1/2 is necessary to avoid

double-counting the interactions between the electrons, as the sum is performed over all possible

pairs of states (α, β).

Initially, an approximation for the wave function was adopted, assuming it could be described

as a single Slater determinant. To find the closest value to the exact energy, minimizing the

HF energy expression (6.21) is necessary; for that, the variational theorem must be used. The

functional to be minimized is given by:

L = E −
∑
α,β

εαβ (⟨α | β⟩ − δαβ) . (6.22)

where δαβ is the Kronecker delta. This problem can be solved using the technique of Lagrange

multipliers. The solution to this problem is continued in Appendix B. Thus, we have

δL =
∑
α

⟨δα|h|α⟩+
∑
α,β

(⟨δαβ | αβ⟩ − ⟨δαβ | βα⟩)−
∑
α,β

εαβ⟨δα | β⟩+ CC, (6.23)

where CC represents the complex conjugate of the previous terms. Usually, a one-electron

Coulomb operator Ĵβ(1) is defined, which represents the repulsion resulting from electron β,

according to the relation:

Ĵβ(1)χα(1) =

〈
χβ(2)

∣∣∣∣ 1

r12

∣∣∣∣χβ(2)

〉
χα(1), (6.24)

and an exchange operator K̂α(β),

K̂β(1)χα(1) =

〈
χβ(2)

∣∣∣∣ 1

r12

∣∣∣∣χα(2)

〉
χβ(1). (6.25)

Using these definitions, the expression (6.23) can be rewritten as
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δL =
∑
α

〈
δα

∣∣∣∣∣
{
F̂(1)|α⟩ −

∑
β

εαβ|β⟩

}
+ CC , (6.26)

where

F̂(1) = h(1) +
∑
β

[
Ĵβ(1)− K̂β(1)

]
(6.27)

is the Fock operator2. To find a minimum for the functional L, we must have δL = 0. In this

way, we can write equivalently.

F̂(1)|α⟩ =
∑
β

εαβ|β⟩. (6.28)

Since εαβ are elements of a Hermitian matrix ε̄, a unitary operator Û can be applied to

transform the set {|β⟩}, in such a way that the matrix ε̄ is diagonal in this new basis. Under these

conditions,

F̂′(1) |α′⟩ =
∑
β′

εα′β′ |β′⟩ = εα′ |α′⟩ , (6.29)

where F̂′(1) is the Fock operator in the new basis, |α′⟩ ≡ Û|α⟩ are the elements of the new basis,

and εα′ = εα′α′ are the non-zero elements (on the diagonal) of the matrix ε̄ written in the new

basis.

It is important to note that the new wave function ψ′ differs from ψ by only a phase factor

eiφe, as the observables depend only on |ψ|2, the states ψ′ and ψ are equivalent.

To calculate the representation of the Fock operator on this new basis, consider the following:

∑
α

Ĵα′ =
∑
α

〈
α′

∣∣∣∣ 1

r12

∣∣∣∣α′
〉

=
∑
α

〈
α

∣∣∣∣Û† 1

r12
Û

∣∣∣∣α〉 (6.30)

2Note that the Fock operator is defined as the sum of the one-electron Hamiltonian operator, which includes
kinetic energy and external potential, the Coulomb operator for electron 1, which describes the average electrostatic
repulsion interaction between electron 1 and all other electrons in the system, with the electron density represented
by the occupied orbitals β, and the exchange operator for electron 1, which arises due to the Pauli exclusion principle
and the symmetry of electronic wave functions.
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=
∑
α,β,γ

⟨α | β′⟩
〈
β

∣∣∣∣ 1

r12

∣∣∣∣ γ〉 ⟨γ′ | α⟩

=
∑
α,β,γ

〈
β

∣∣∣∣ 1

r12

∣∣∣∣ γ〉 ⟨γ′ | α⟩ ⟨α | β′⟩

=
∑
β

〈
β

∣∣∣∣ 1

r12

∣∣∣∣ β〉 =
∑
β

Ĵβ =
∑
α

Ĵα.

Similarly, it can be shown that h′(1) = h(1) and
∑

α K̂α′ =
∑

α K̂α and consequently,

F̂′ = F̂. Thus, by suppressing the lines, we obtain

F̂(1)|α⟩ = εα|α⟩, (6.31)

where

F̂(1)|α⟩ = h(1)|α⟩+
∑
β

[
Ĵβ(1)|α⟩ − K̂β(1)|α⟩

]
= h(1)|α(1)⟩+

∑
β

[〈
β(2)

∣∣∣∣ 1

r12

∣∣∣∣ β(2)〉 |α(1)⟩ −
〈
β(2)

∣∣∣∣ 1

r12

∣∣∣∣α(2)〉 |β(1)⟩
]
.

(6.32)

The equation (A.10) is known as the Hartree-Fock equation.

The orbital energies can be obtained by substituting the Fock operator equation into the above

expression and performing some manipulations. In this way, we obtain

ε(so)α = ⟨α |εα|α⟩ = ⟨α|h|α⟩+
∑
β

⟨αβ||αβ⟩. (6.33)

By calculating molecular orbitals and the eigenvalues of the Fock operator, it is possible to

compute the excitation energy and ionized states. It is essential to highlight that the excitation

energy is required to promote an electron from a ground state to an excited state. By solving

the Fock equation, we can determine the excitation energy from the difference between the

eigenvalues of the involved electronic states. These excitation energies are related to molecules’

spectroscopic and optical properties [128]. The energy of ionized states refers to the energy

required to remove an electron from the molecule, resulting in an ion. The calculation of the

eigenvalues of the Fock operator also allows us to estimate these ionization energies [128].



DENSITY FUNCTIONAL THEORY 71

Ionization energy is essential for understanding chemical reactivity and the interactions between

molecules and other particles, such as ions and electrons.

Using equation (6.21), the total electronic energy can be obtained as a function of the orbital

energies

E =
∑
α

ε(so)α − 1

2

∑
α,β

⟨αβ∥αβ⟩. (6.34)

The orbital energies are the eigenvalues of the Fock operator that include the repulsion of a

given electron with the others. Thus, the total electron-electron repulsion energy is counted twice

by summing the orbital energies. To compensate for this double-counting, it must be subtracted.

The same reasoning applies to the exchange energy in the above expression.

It is crucial to highlight that the Fock operator depends on the spin-orbitals, and each spin-

orbital is related to each other through an equation that incorporates the Fock operator. Thus,

this set of equations must be solved in a coupled manner using an iterative procedure called

the self-consistent field (SCF) method. SCF is a numerical technique used to solve problems

in quantum physics and quantum chemistry. This method aims to find a stable solution to the

equations describing the studied system, considering the average interaction between the particles

[62]. The process starts with an initial estimation of the spin-orbitals. Subsequently, the solution

undergoes iterative refinement until convergence is attained, meaning that the variances between

successive solutions are less than a predetermined threshold. Upon achieving convergence, the

self-consistent solution offers a satisfactory depiction of the system under study, encompassing

the energies and wave functions of the electrons.

Note that the formulation presented so far has not made any restrictions regarding the

molecular orbitals. However, there can be two distinct formulations: the first for systems where

each orbital is doubly occupied, and the second, where there is no restriction regarding the spatial

parts of the molecular spin-orbitals. For a system where two electrons occupy each molecular

orbital, the HF equation can be rewritten with only the spatial parts of the molecular spin-orbitals

present, which is called restricted Hartree-Fock (RHF). In a different formulation, unrestricted

HF, the molecular spin-orbitals have different spatial parts for different spins.
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6.2.1 LIMITATIONS AND COMPUTATIONAL COST OF THE HARTREE-FOCK METHOD

The main inherent limitation of the Hartree-Fock method lies in the need for a complete set

of basis functions, which must encompass an infinite number of functions. This requirement

makes exact calculations unfeasible [68]. In practice, a finite set of basis functions is adopted,

selected based on the desired accuracy and acceptable computational cost for the problem at

hand [62, 129].

It is important to emphasize that, despite its relative simplicity, the calculation of four-index

integrals, represented by (⟨αβ|µν⟩), in the context of the Hartree-Fock method, presents a

computational complexity that scales with N4, where N corresponds to the number of basis

functions employed. This characteristic poses a considerable challenge since increasing the

number of basis functions leads to a substantial increase in the demand for computational

resources and processing time required to solve the problem. Thus, a careful analysis must be

conducted to balance the desired accuracy with the limitations imposed by the computational

cost.

Another limitation is that the Hartree-Fock method treats each electron as if it were in an

average field generated by others, lacking detailed electron correlation. Configuration interaction

(CI) addresses this by creating Slater determinants from multiple orbital configurations. The

CI wavefunction is a linear combination of these determinants, with coefficients adjusted to

minimize energy. To obtain good quality one-electron molecular orbitals, a large basis set is used

along with optimization of parameters using the variational method. The self-consistent field

method is employed to account for electron-electron repulsion, while electron correlation effects

are considered using configuration interaction. This involves writing a wavefunction as a series

of Slater Determinants involving different configurations, similar to the approach used for atoms.

In many cases, electronic correlation is seen as the numerical correction of the HF solution.

Since the HF method assumes that only one Slater determinant can represent the wave function,

processes requiring more than one Slater determinant can be interpreted as processes with

electronic correlation [130].

Most methods employed in theoretical chemistry for determining the electronic structure

use the Hartree-Fock method as a starting point [68]. Electronic correlation is obtained through

configuration interaction or perturbative approaches, such as Møller-Plesset perturbation theory,
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detailed in the subsequent section. An alternative formulation is Density Functional Theory

(DFT), which requires calculating the system’s state function [68].

6.2.2 MØLLER-PLESSET PERTURBATION THEORY

In this section, we elucidate the perturbative method based on Rayleigh-Schrödinger pertur-

bation theory, proposed by Møller-Plesset (MP) [131], employed as an approach to overcome

the challenge of electronic correlation inherent to HF theory. Essentially, this method initially

involves solving the unperturbed problem. This usually involves applying HF theory, which

provides an approximate solution to the system’s wave function and the corresponding energy.

The unperturbed solution is then used to apply Rayleigh-Schrödinger perturbation theory. In this

context, the perturbation is represented by the electronic interaction that is not considered within

the HF theory framework. The perturbation theory is applied iteratively, leading to correction

terms of increasing order. These terms are added to the system’s energy obtained in the initial

step. The sequence of successive approximations is known as the Møller-Plesset series (MPn),

where “n” indicates the order of the perturbation. In practice, the MPn is typically truncated at a

certain order, with MP2 (second order) and MP4 (fourth order) approximations being the most

common, due to the significant increase in computational complexity at higher orders [62, 132].

The MP method has been widely used in quantum chemistry and physics. It provides more

accurate results than Hartree-Fock theory and helps to better understand the nature of electronic

interactions in molecular systems.

6.2.2.1 Formalism

The correction to the energy of a many-body system in Møller-Plesset perturbation theory is

given through the inclusion of the perturbation potential [62]:

V̂ = Ĥ− Ĥ(0), (6.35)

where Ĥ and Ĥ(0) correspond to the perturbed and unperturbed Hamiltonians, respectively. One

way to define the unperturbed Hamiltonian is by using the Fock operator:
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Ĥ(0) =
n∑

i=1

F̂(i). (6.36)

Moreover, let us remember that the definition of the total Hamiltonian Ĥ can be given in

terms of kinetic and potential energy:

Ĥ =
n∑

i=1

h(i) +
n∑

i=1

n∑
j>i

1

rij
, (6.37)

where h(i) is the sum of the kinetic energies of the electrons and the potential attraction between

electrons and nuclei. Now, let’s consider again the unperturbed Hamiltonian Ĥ(0) defined by the

Fock operator:

Ĥ(0) =
n∑

i=1

F̂(i). (6.38)

The Fock operator F̂(i), as discussed, consists of the one-electron energy terms, along with

the Coulomb Ĵβ(i) and exchange operators K̂β(i):

F̂(i) = h(i) +
n∑

β=1

[
Ĵβ(i)− K̂β(i)

]
. (6.39)

By substituting the expression for the Fock operator into the equation for the unperturbed

Hamiltonian, we have:

Ĥ(0) =
n∑

i=1

{
h(i) +

n∑
β=1

[
Ĵβ(i)− K̂β(i)

]}
. (6.40)

Now, we can use the expressions for the total and unperturbed Hamiltonians to calculate the

perturbation potential V̂:

V̂ =

[
n∑

i=1

h(i) +
n∑

i=1

n∑
j>i

1

rij

]
−

[
n∑

i=1

{
h(i) +

n∑
β=1

[
Ĵβ(i)− K̂β(i)

]}]
. (6.41)

Grouping the terms and simplifying the expression, we arrive at the relation:
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V̂ =
n∑

i=1

h(i) +
n∑

i=1

n∑
j>i

1

rij
−

n∑
i=1

{
h(i) +

n∑
β=1

[
Ĵβ(i)− K̂β(i)

]}
. (6.42)

This is the expression for the perturbation potential V̂ in Møller-Plesset perturbation the-

ory regarding the Hamiltonian, both perturbed and unperturbed, and their components. The

expression (6.42) can be written as:

V̂ =
n∑

i=1

[
n∑

j>i

1

rij
− V̂HF (i)

]
, (6.43)

where V̂HF is the HF operator given by

V̂HF (i) =
n∑

β=1

[
Ĵβ(i)− K̂β(i)

]
. (6.44)

The unperturbed system, whose Hamiltonian is given by (6.40), has as its solution the

eigenstate |ψ0⟩, which is the Slater determinant formed by the occupied spin-orbitals. The energy

E
(0)
0 for this problem can be found using [68]:

Ĥ(0) |ψ0⟩ =
n∑

i=1

F̂(i) |ψ0⟩ =
n∑

i=1

εi |ψ0⟩

= E
(0)
0 |ψ0⟩ .

(6.45)

where

E
(0)
0 =

n∑
i=1

εi. (6.46)

In this expression, summation is performed for all occupied molecular spin-orbitals. The

unperturbed Hamiltonian has as its eigenfunctions the zeroth-order wave functions (|ψ0⟩), which

correspond to the eigenfunctions obtained by the HF method. The other eigenfunctions of Ĥ(0)

can be obtained from the set of Slater determinants, formed by replacing one (or more) occupied

orbital with one (or more) virtual orbital because this replacement results in a new electronic

configuration, which is a linear combination of the Slater determinants corresponding to the

original electronic configurations. Therefore, the eigenfunctions corresponding to these new

electronic configurations are also eigenfunctions of the unperturbed Hamiltonian. The complete



DENSITY FUNCTIONAL THEORY 76

set of eigenfunctions of Ĥ(0) is composed of the zeroth-order wave functions (corresponding

to the ground state) and the wave functions obtained from all possible substitutions of one (or

more) occupied orbital with one (or more) virtual orbital [62].

It can be observed that the expression (6.46) does not correspond to the energy obtained in

the HF method. The "error" in considering only the zeroth-order term in the energy arises from

the fact that when summing the orbital energies, the total electron-electron repulsion energy is

counted twice. In this way, the correction can be included through the perturbative potential V̂,

resulting in the expression for the total energy:

E0 =
∑
i=0

E
(i)
0 = E

(0)
0 + E

(1)
0 + E

(2)
0 + . . . . (6.47)

The expression for the total energy corrected to first order can be obtained from the first-order

perturbation equation:

E
(1)
0 = ⟨ψ0|V̂|ψ0⟩, (6.48)

where V̂ is the perturbative operator, representing the total electron-electron repulsion energy. In

the Born-Oppenheimer approximation, the expression for V̂ can be written as:

V̂ =
1

2

n∑
α=1

n∑
β=1

⟨αβ|αβ⟩, (6.49)

where ⟨αβ|αβ⟩ is the Coulomb integral, representing the electrostatic interaction between the

electrons in the molecular orbitals α and β. Note that the sum is performed only over the occupied

orbitals in the expression above to avoid counting the electron-electron repulsion energy twice.

Substituting the expression for V̂ into the first-order perturbation equation, we obtain:

E
(1)
0 =

1

2

n∑
α=1

n∑
β=1

⟨αβ|αβ⟩. (6.50)

Therefore, the total energy corrected to first order can be written as:

E0 = E
(0)
0 + E

(1)
0 =

n∑
i=1

εi −
1

2

n∑
α=1

n∑
β=1

⟨αβ|αβ⟩. (6.51)

where the first term corresponds to the Hartree-Fock energy (zeroth order), and the second term
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corresponds to the first-order correction due to the electron-electron repulsion energy.

The expression for the total energy corrected to first order is identical to that obtained in

the HF method. This means the HF method is valid up to the first order in the Møller-Plesset

perturbation theory. However, perturbation theory up to the first order (MP1) does not provide

additional information compared to the Hartree-Fock method. The contribution of electronic

correlation only becomes evident from higher-order terms. In other words, including electronic

correlation is necessary to explain the effects of electron interaction on the total energy of the

molecule. However, this is only possible from higher-order terms in Møller-Plesset perturbation

theory. Thus, to improve the energy obtained by the HF method, electronic correlation, which is

given from the second-order term, must be included [68].

E
(2)
0 =

∑
α ̸=λ,β ̸=µ

∣∣∣〈ψ0|V̂|ψλµ
αβ

〉∣∣∣2
εα + εβ − ελ − εµ

=
∑

α ̸=λ,β ̸=µ

|⟨αβ||λµ⟩|2

εα + εβ − ελ − εµ
,

(6.52)

where
∣∣∣ψλµ

αβ

〉
represents the state corresponding to a double excitation and the occupied states α

and β are replaced by virtual orbitals λ and µ, respectively; εα, εβ, ελ and εµ are the energies of

the occupied orbitals α and β and the virtual orbitals λ and µ, respectively.

When using the correction up to the second order, the perturbative method is called the

Møller-Plesset perturbation theory of the second order, or simply MP2. The total energy of the

molecule in the MP2 method is given by the sum of the zero-order energy (obtained by the

Hartree-Fock method), the first-order correction due to electron-electron repulsion energy, and

the second-order correction due to electron-electron interaction. The expression for the total

energy is given by:

E0 = E
(0)
0 + E

(1)
0 + E

(2)
0 =

n∑
i=1

εi −
1

2

n∑
α=1

∑
β = 1n⟨αβ|αβ⟩+

∑
α ̸=λ,β ̸=µ

|⟨αβ|λµ⟩|2

εα + εβ − ελ − εµ
.

(6.53)

In the above expression, the first term corresponds to the Hartree-Fock energy (zero-order),

the second term corresponds to the first-order correction due to electron-electron repulsion

energy, and the third term corresponds to the second-order correction due to electron-electron
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interaction. The second-order term represents corrections to the total energy from the interaction

between two electrons in different orbitals.

6.3 DENSITY FUNCTIONAL THEORY IN MOLECULAR SYSTEMS

Since the beginning of the section, the investigation has focused on analyzing the electronic

structure of molecular systems. To address the problem of n bodies, the Hartree-Fock (HF)

method utilizes a simplification that allows considering n one-body problems. In this approach,

the main object of study is the total wave function Φ that depends on the coordinates of the

n electrons. The Møller-Plesset Perturbation Theory, which aims to correct the absence of

electronic correlation in the HF method, was previously presented. MP1 theory is the first

correction to the total energy of the molecule, taking into account the electron-electron repulsion

energy. MP2 theory includes an additional correction due to the interaction between electrons in

different orbitals.

The HF method is capable of providing satisfactory results for electronic correlation energy.

However, treating considerably large molecular systems, such as those composed of about 20

atoms, can become highly complex due to the high computational cost. To address this difficulty,

Density Functional Theory (DFT) was proposed in 1964 by physicists P. Hohenberg and W.

Kohn [133]. This method, based on the concepts of the Thomas-Fermi model, formulates the

many-electron problem in terms of electron density. From this perspective, the search for a wave

function with 3n variables is replaced by the search for electron density with only three variables

[125, 134].

In the present section, the formulation of Density Functional Theory (DFT) will be detailed,

given its vast applicability in treating molecular systems [125, 126, 135, 136]. DFT enables

treating systems of considerable size with satisfactory accuracy and lower computational cost

compared to post-Hartree-Fock methods [68].

6.3.1 FORMALISM

The problem at hand refers to a system of n electrons interacting. When the Born-Oppenheimer

approximation is assumed, the Schrödinger equation for the electronic problem is expressed as

follows [137]:
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Ĥeψ ({ri}) =
[
T̂e + ÛeN + Ûee

]
ψ ({ri}) = Eeψ ({ri}) . (6.54)

In this equation, ψ ({ri}) is the electronic wave function, which depends on the coordinates

of the n electrons in the system. The electronic Hamiltonian, Ĥe, is composed of the following

terms: T̂e, which describes the motion of electrons in the system; ÛeN , which represents the

interaction of electrons with the atomic nuclei of the system; and Ûee, the electron-electron

potential, which describes the interaction of electrons with each other. Note that in the notation,

the dependence of the wave function ψ ({ri}) on the nuclear coordinates R = {rα} has been

omitted because, in the Born-Oppenheimer approximation, the Schrödinger equation separates

the electronic and nuclear variables, so the nuclear coordinates are considered external parameters

for the electronic problem. The electron density is defined as:

ρ(r) = N

∫
ψ∗ ({ri})ψ ({ri}) d3r2d3r3 . . . d3rn. (6.55)

The total energy of the system is given by:

E0 =
〈
ψ ({ri})

∣∣∣(T̂e + ÛeN + Ûee

)∣∣∣ψ ({ri})
〉
. (6.56)

DFT is based on two theorems proposed by Hohenberg and Kohn [133] stated as:

Theorem 1 (First Hohenberg-Kohn Theorem). The external potential felt by the electrons

is a unique functional of the electron density ρ(r).

This allows us to use the electron density as an alternative description of the system instead

of the wave function ψ, which is more difficult to obtain and manipulate.

Therefore, the fact that the external potential felt by the electrons is a unique functional of

the electron density implies that the electron density contains all the information necessary to

characterize the system’s ground state. This is an important simplification in the description of

the many-electron system, as it allows the system’s physical properties to be expressed in terms

of a single variable.

Theorem 2 (Second Hohenberg-Kohn Theorem). The ground state energy E[ρ] is minimal

for the exact density ρ(r).

Proof: Let ρ′ = ρ′(r) be a density for a given state ψ′ and ρ the density for the ground state

ψ. In this way,
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E [ρ′] =
〈
ψ′|Ĥ|ψ′

〉
=

〈
ψ′

∣∣∣(T̂e + ÛeN + Ûee

)∣∣∣ψ′
〉

E[ρ] = ⟨ψ|Ĥ|ψ⟩ =
〈
ψ
∣∣∣(T̂e + ÛeN + Ûee

)∣∣∣ψ〉 (6.57)

Through the variational theorem, it is easy to show that.

The inequality E[ρ] ≤ E [ρ′] means that the energy functional E[ρ] is minimal when the

electron density is equal to the actual electron density of the system ρ′. Equality holds only if

ρ = ρ′. The functional to be calculated in DFT is given by:

E[ρ] = UeN [ρ] + Uee[ρ] + T [ρ], (6.58)

or,

E[ρ] =

∫
ρ(r)v(r)d3r+

1

2

∫∫
ρ(r)ρ (r′)

|r− r′|
d3rd3r′ +G[ρ], (6.59)

where G[ρ] is a universal functional of the density. Kohn and Sham [138] proposed a first

approximation for the functional G[ρ], defining it as

G[ρ] ≡ T0[ρ] + Exc[ρ], (6.60)

where T0[ρ] is the kinetic energy of a system of non-interacting electrons with density ρ(r) and

Exc[ρ] is the exchange-correlation energy of an interacting system with density ρ(r). The exact

formulation for the exchange-correlation energy functional Exc[ρ] in DFT is complex due to the

Schrödinger equation’s non-linear nature and the system’s electron-electron interaction. Different

approximations and methods are used to address the exchange-correlation term, each with its

own limitations and advantages in terms of efficiency and accuracy [139]. It is important to note

that the second term in (6.59) is an approximation for the electron-electron interaction term that

includes only the classical interaction between electronic densities. The potential energy written

in this form includes self-interaction, that is, the interaction energy of an electron with itself, as

electronic correlation has been eliminated from this term. It can also be noted that the exchange

term is excluded in this approximation.

The energy functional (6.59) to be minimized is subject to the constraint.
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∫
ρ(r)d3r = N, (6.61)

which means that the total electronic charge is fixed.

Using the variational principle, one can write [68]:

δ

{
E[ρ]− µ

[∫
ρ(r)d3r−N

]}
= 0. (6.62)

Given a density functional F [ρ], the functional derivative of F [ρ] with respect to a small

variation in the density δρ(r) is defined as

δF [ρ]/δρ(r) = F [ρ(r) + δρ(r)]− F [ρ(r)] =

∫
δF [ρ]

δρ(r)
δρ(r)d3r. (6.63)

In this way, using (6.59) the expression obtained is

∫
δρ(r)

{
v(r) +

∫
ρ (r′)

|r− r′|
d3r′ +

δT0
δρ

+ vxc[ρ]− µ

}
d3r = 0, (6.64)

where

vxc[ρ] =
δExc

δρ
. (6.65)

Assuming that the electron density can be written as

ρ(r) =
n∑

i=1

|ψi(r)|2 , (6.66)

we have:

HKSψi(r) =

(
−1

2
∇2 + vKS[ρ]

)
ψi(r) = εiψi(r), (6.67)

where vKS[ρ] is the Kohn-Sham (KS) effective potential given by

vKS = v(r) +

∫
ρ (r′)

|r− r′|
d3r′ + vxc[ρ]. (6.68)

Equation (6.67) is called the Kohn-Sham (KS) equation, and it arises with the aid of the

Schrödinger equation for a particle. We have that ψi(r) is the wave function of the i-th electron

and εi is the energy of the i-th electronic state. The KS effective potential, vKS[ρ], is given
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by the sum of the external potential, v(r), with the three-dimensional Coulomb integral of the

electron density, ρ (r′), and the exchange-correlation potential functional, vxc[ρ]. The exchange-

correlation potential functional, vxc[ρ], is obtained by varying the exchange-correlation energy

functional, Exc, concerning the electron density, ρ.

It is noted that the KS effective potential depends on the electron density, which, in turn, is

calculated from the solutions of the KS equations. Therefore, solving the KS equations must

be done in a self-consistent manner, that is, iteratively, similar to the Hartree-Fock method.

The KS effective potential, vKS[ρ], has a mathematically similar form to the potential of the

Thomas-Fermi model but is adjusted to reproduce the energies and densities of the real electronic

states of the system [140].

To find the total electronic energy, one must calculate

n∑
i=1

∫
εiψi(r)ψ

∗
i (r)d

3r = T0[ρ] +

∫
[v(r) + vxc(r)] ρ(r)d

3r+

∫∫
ρ (r′) ρ(r)

|r− r′|
d3rd3r′, (6.69)

where T0 = −1
2

∑
i

∫
ψ∗
i∇2ψid

3r was considered. Thus, using (6.59), it is possible to arrive at

the following expression for the total electronic energy of the system:

E[ρ] =
n∑

i=1

εi −
1

2

∫∫
ρ (r′) ρ(r)

|r− r′|
d3rd3r′ + Exc −

∫
vxc(r)ρ(r)d

3r. (6.70)

Equation (6.70) represents the total energy functional E[ρ] of the electron system, expressed

in terms of the electron density ρ(r), the eigenvalues εi, and the exchange-correlation potential

Exc. Thus, the first term on the right-hand side of the equation represents the total kinetic energy

of the electrons. In contrast, the second term represents the Coulomb interaction potential energy

between the electrons. The third term represents the exchange-correlation energy, while the last

term is the potential energy of the system due to interaction with the external potential.

6.3.1.1 Physical Meaning of the Kohn-Sham Orbital Energies

The work of Janak [141], titled "Proof that ϵi is the energy derivative of the density," published

in 1978, demonstrated that the eigenvalues εi of the Kohn-Sham (KS) equation are the derivatives

concerning the electron density ρ(r) of the system’s total energy E[ρ], i.e., εi =
∂E[ρ]
∂ρi

. This result
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is significant because it provides a clear physical interpretation of the eigenvalues of the KS

equation and allows the theory to be applied to determine properties of electronic systems in

thermodynamic equilibrium, such as ionization energy and electron affinity. In his work, Janak

defines the kinetic energy functional as:

T0[ρ] =
n∑

i=1

ti, (6.71)

where ti is given by:

ti = −1

2

∫
ψ∗
i∇2ψid

3r = εi −
∫
ψ∗
i

(
vKS[ρ]

)
ψid

3r. (6.72)

Thus, ti is obtained from the self-consistent solution of the KS equation for n electrons, and

T0[ρ] is obtained in terms of the n solutions of the KS equation. Janak defined the charge density

as a function of the occupation number ni of each orbital ψi, i.e.,

ρ(r) =
n∑

i=1

ni |ψi(r)|2 , (6.73)

ni is a parameter that takes non-integer values. Thus, the functional is defined as

T̃ [ρ] ≡
n∑

i=1

niti, (6.74)

which provides the following energy:

Ẽ[ρ] ≡ T̃ [ρ] + UeN [ρ] + Uee[ρ] + Exc[ρ], (6.75)

where the functionals UeN [ρ], Uee[ρ], and Exc[ρ] depend on the occupation numbers ni through

equation (6.73). The obtained result, ∂Ẽ
∂ni

= εi, does not depend on the form of the exchange-

correlation functional Exc[ρ]. This means that the validity of this expression is independent of

the choice of the exchange-correlation functional, which is a crucial part of the Kohn-Sham

method. This is an important result because it shows that the relationship between the eigenvalues

of the Kohn-Sham states and the electronic occupations is a general property of the method,

valid regardless of the choice of the exchange-correlation functional. This also suggests that the

eigenvalues of the Kohn-Sham states can be interpreted as independent particle energies, which
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is one of the basic premises of the model.

Consider the variation of Ẽ ≡ Ẽ[ρ] with respect to ni,

∂Ẽ

∂ni

= ti+
∑
j ̸=i

nj
∂tj
∂ni

+

∫
v(r)

∂ρ(r)

∂ni

d3r+

∫∫
∂ρ(r)

∂ni

ρ (r′)

|r− r′|
d3rd3r′+

∫
δExc

δρ

∂ρ

∂ni

d3r. (6.76)

It is possible to obtain, Appendix C, the expression

∂Ẽ

∂ni

= εi. (6.77)

Through equation (6.77), which provides the connection between the ground states of a

system with N and (N + 1) particles through the introduction of n(0 ≤ n ≤ 1) electrons into

the lowest unoccupied level, one can obtain the relation [68]:

EN+1 − EN =

∫ 1

0

εi(n)dn. (6.78)

In order to calculate the integral above, it is imperative to possess knowledge of the eigenval-

ues of the highest occupied orbital of a system with N + 1 particles, εi(n), for all values of n

within the range of 0 to 1. This calculation can be carried out through approximations for εi(n)

[68].

It is essential to highlight that Almbladh and von Barth showed that, for any finite system

(such as atoms or molecules), the last occupied eigenvalue of DFT, denoted as ε+, is equal to

the exact ionization energy for the exact exchange-correlation functional Exc. Equation (6.79)

expresses this relationship, where E(N) is the total energy of the system with N electrons and

E(N − 1) is the total energy of the system with N − 1 electrons.

ε+ = E(N)− E(N − 1). (6.79)

This relationship is essential because, even if the KS orbital energies do not have a clear

physical meaning, the ionization energy is a well-defined physical quantity of great interest in

various applications. Thus, this relationship allows the ionization energy obtained from DFT

results. However, we emphasize that the accuracy of this result depends on the choice of the

exchange-correlation functional used in DFT.
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One of the main advantages of density functional theory (DFT) is its scalability, which is

proportional to N3, where N represents the number of basis functions required to represent

the Kohn-Sham (KS) orbitals. Compared to the Hartree-Fock (HF) method, the computational

cost of DFT is reduced by a factor of N , resulting in a significantly lower computational cost

than other post-HF methods [68]. This characteristic makes DFT a powerful tool for studying

complex systems with many electrons.

6.4 USING DFT TO CALCULATE SPECTROSCOPIC PROPERTIES OF MOLECULES

In the previous sections it was addressed the use of Density Functional Theory (DFT) for

computing the spectral characteristics of molecules and explains the main components of the

Kohn-Sham energy expressions. In this framework, it is reasonable to consider electrons in

atoms or molecules as independent particles moving within an effective potential vKS(r). This

effective potential incorporates all the complexities of the electron-electron interactions into a

single potential function.

The evolution of exchange-correlation functionals can be conceptualized as a series of

approximations, often depicted as Jacob’s Ladder, each rung representing a higher level of

approximation aimed at improving the accuracy of Exc. The earliest and most straightforward

of these is the Local Spin Density Approximation (LSDA), which is based on the spin-density

functional for the exchange-correlation energy [138].

ELSD
xc [n↑, n↓] =

∫
d3rnεunifxc (n↑, n↓) , (6.80)

where εunifxc (n↑, n↓) is the exchange-correlation energy of each particle in an electron gas with

uniform spin densities n↑ and n↓, known from quantum Monte Carlo calculations and other

many-electron methods [142]. The next rung on Jacob’s Ladder is the generalized gradient

approximation (GGA) method [136, 143, 144]:

EGGA
xc [n↑, n↓] =

∫
d3rnεGGA

xc (n↑, n↓,∇n↑,∇n↓) , (6.81)

where the gradients of the spin densities ∇n↑(r) and ∇n↓(r) are additional arguments of εGGA
xc .

Frequently used functionals of this class include PBE [143] and PW91 [145].
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Adding the next set of local arguments yields meta-GGA [146, 147], or the so-called third

rung of Jacob’s Ladder:

EMGGA
xc [n↑, n↓] =

∫
d3rnεMGGA

xc

(
n↑, n↓,∇n↑,∇n↓,∇2n↑,∇2n↓, τ↑, τ↓

)
. (6.82)

The appearance of the Laplacian ∇2nσ(r) is logical when "ascending" the ladder in the

fourth-order gradient expansion. The Kohn-Sham orbital kinetic energy densities are represented

as:

τσ =
1

2

occ∑
i

|∇ψiσ(r)|2 . (6.83)

They appear in the Taylor expansion of the exchange hole density around |r′ − r| = 0. An

example of a non-empirical meta-GGA is the TPSS functional.

The fourth rung adds a computationally expensive non-local orbital functional

εxσ(r) =
1

2

∫
d3r′

nσ
x (r, r

′)

|r′ − r|
= − 1

2nσ(r)

∫
d3r′

|
∑occ

i ψ∗
iσ(r)ψiσ (r

′)|2

|r′ − r|
. (6.84)

Alternatively, its analog represents the exact exchange energy found using it. Thus, hyper-

GGA [148] can be represented as

EHGGA
xc [n↑, n↓] =

∫
d3rεHGGA

xc (n↑, n↓,∇n↑,∇n↓, τ↑, τ↓, ε↑, ε↓) . (6.85)

Semi-empirical hyper-GGAs include widely used hybrid functionals such as B3LYP [149],

B3PW91 [148], and PBE0 [150], in which the contributions of Hartree-Fock and GGA exchange

are fixed.

Jacob’s ladder’s fifth and final rung uses all Kohn-Sham orbitals, both occupied and unoccu-

pied. The Random Phase Approximation [151] operates at this level.

6.4.1 HYBRID FUNCTIONAL CAM-B3LYP

Hybrid functionals improve the approximation of the exchange and correlation (XC) energy

component of the total energy of the electron system, compared to LSD and GGA, which account
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only for electron density (the 1st and 2nd rungs of Jacob’s Ladder).

Hybrid functionals enhance the overall energy estimation by using electron density and

individual electronic wave functions to compute the total energy. The exchange part of the XC

energy is calculated more or less accurately from electronic wave functions and is introduced

with different weights with LSD or GGA energy. This improvement comes at a computational

cost of 10-100 times higher compared to LSD or GGA.

Next, we consider the hybrid functional CAM-B3LYP applied in this work [152], which

belongs to the fourth rung of the Jacob above’s ladder.

Let us describe the B3LYP component of the functional. It is also a hybrid functional of

exact exchange with LSDA and GGA correlation terms, proposed by Becke [148]:

Exc = (1− a0) E
LSDA
x + a0E

HF
x + ax∆EB88

x + ELSDA
c + ac∆EPW91

c , (6.86)

where ∆EB88
x is Becke’s gradient correction for the exchange functional, and ∆EPW91

c is the

Perdew-Wang gradient correction for the correlation functional [143]. The functional coefficients

were determined based on the heats of formation of small molecules, with the values set as fol-

lows: a0 = 0.2, ax = 0.72, and ac = 0.81. Specifically, only energies at a point were considered

for parameter fitting, with no considerations for geometries or frequencies. Despite its success in

many applications, the B3LYP functional was unsuitable in some cases: 1) polarizability of long

chains, 2) excitation using time-dependent DFT for Rydberg states, 3) charge-transfer excitations

[153–156]. The problem was that at long distances, the exchange potential behaved as −0.2r−1

instead of the exact −r−1. In [157], this problem was resolved by introducing the Ewald splitter

for r−1
12 as

1

r12
=

1− erf (µr12)

r12
+

erf (µr12)

r12
. (6.87)

The first term accounts for short-range interactions, and the second is for long-range interac-

tions. It is crucial to remember that the long-range-corrected (LC) functional scheme [158, 159]

incorporates the DFT exchange interaction within the short-range interaction. In contrast, the

Hartree-Fock exchange integral defines the long-range orbital-orbital interaction through an

additional term.

In the work where the CAM-B3LYP functional was introduced [152], formula 6.87 with two
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parameters α and β was generalized to

1

r12
=

1− [α + β erf (µr12)]

r12
+
α + β erf (µr12)

r12
, (6.88)

where the conditions 0 ≤ α + β ≤ 1, 0 ≤ α ≤ 1, and 0 ≤ β ≤ 1 are met. The abbreviation

CAM stands for the Coulomb-attenuating method, indicating the modification of the Coulomb

interaction correction with increasing inter-electron distance. The flexibility of the functional

provided by the parameters α and β allows the assessment of the contribution of Hartree-Fock

(HF) exchange in the short-range region and the DFT part in the long-range region. For instance,

with α = 0.0 and β = 1.0, we obtain the LC functional, and with α = 0.2 and β = 0.0, we

reproduce the B3LYP functional.

The ability to adjust the contributions from DFT and HF allowed the optimization of coeffi-

cients α = 0.19 and β = 0.46 [152], enabling the description of charge-transfer excitations and

providing additional impetus for the development of hybrid functionals.

The use of the CAM-B3LYP functional for absorption spectra calculations, including model-

ing the shape of the band, is presented in works [160, 161], including on a group of conjugated

polymers in [162].

6.5 BASIS SETS

6.5.1 CLASSIFICATION OF BASIS SETS

When it comes to non-empirical quantum chemical calculations, basis sets can be organized

into different categories based on various criteria. One common way to classify them is by the

number of independent basis functions used to characterize the motion of electrons and form an

orbital [163].

Minimal basis sets are those in which each electron in an isolated atom, i.e., its one-electron

function-orbital, is described by only one independent basis function. Such a function may be

a Slater-type function, acting in this case as STO. In turn, STO can be described by a linear

combination of GTF.

For example, for a carbon atom, a second-period element, the minimal basis set contains five

basis functions. In this case, the independent basis function is the atomic orbital. In a minimal
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basis set, each of these orbitals will be represented by a single basis function. The minimal basis

set in this example contains two 5-type basis functions (1s and 2s) and one set ( 2px, 2py, 2pz)

of p-type functions. Each basis function is approximated by its group of Gaussian functions.

Therefore, it is designated as the [251p] basis set.

Note that the notation [251p] signifies that the 1s orbital is represented by a combination of 2

Gaussian functions, the 2s orbital is represented by a combination of 5 Gaussian functions, and

each of the 2p orbitals is represented by a single Gaussian function.

Another type of minimal basis set uses N Gaussian-type functions to describe one STO

and is denoted as STO-NG. The resulting set of coefficients for decomposing STO into GTF

and the exponent values of GTF are normalized to a unit value of the STO exponent. When

approximating a STO using multiple GTF, we need to calculate coefficients that effectively

replicate the shape of the STO. These coefficients ensure that the combination of GTFs closely

resembles the STO. Both Slater orbitals and GTFs have decay parameters that govern the rate of

decay as the function moves away from the atomic nucleus. To accurately represent the STO, the

exponents of the GTFs are adjusted (normalized) so that the combined GTFs maintain the decay

characteristics of the original STO.

When attempting to approximate a Slater-type 1s orbital (STO-1s) using 3 Gaussian functions

(STO-3G), the approach involves selecting 3 GTFs with varying decay parameters to replicate the

shape of the STO orbital. Coefficients are then calculated for each GTF to achieve a weighted sum

that closely resembles the STO orbital. Finally, the decay parameters of the GTFs are adjusted to

ensure that the combined functions accurately capture the exponential decay characteristics of

the original STO.

The use of minimal basis sets is prevalent in the description of multi-electron systems and the

representation of molecular geometries. They are particularly advantageous in the computation

of large molecular systems and those incorporating heavy element atoms due to their efficient

use of computational resources. However, minimal basis sets exhibit limitations in adequately

portraying energy characteristics [164]. This deficiency stems from their inability to adapt to the

varying atomic environment within a molecule, resulting in a lack of flexibility in accounting for

orbital polarization and relaxation.
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6.5.2 DOUBLE-EXPONENTIAL BASIS SETS

Double-exponential (Double Zeta - DZ) or split basis sets describe each type of electron

with two independent functions. One of the functions for which the probability density of

finding an electron of this type is closer to the atomic nucleus is called the inner (or contracted)

function, and the other, for which the probability density is farther from the nucleus, is the outer

(diffuse) function [163]. Such a set contains 10 independent functions or five split orbitals for a

second-period element atom.

Table 1 – DZ basis set for a second-period element atom.

Orbital: ψ1 ψ2 ψ3 ψ4 ψ5

Independent functions: 1s′, 1s′′ 2s′, 2s′′ 2p′x, 2p
′′
x 2p′y, 2p

′′
y 2p′z, 2p

′′
z

Each orbital is represented by a linear combination of two basis functions (BF). The first

electron, for example, is a linear combination of the inner (1 s’) and outer (1 s”) basis functions:

ψ1 = c1 (1s
′) + c2 (1s

′′) .

The coefficients c1 and c2 are determined by minimizing the atom’s electronic energy.

Therefore, the orbital in a DZ basis set exhibits some flexibility concerning its size. This is

achieved using the variational principle by varying the relative contribution of the inner and outer

BFs to the orbital, which has an intermediate position between the basis functions.

The described sets provide a more precise description of the geometric structure, electronic

distribution, and molecular properties compared to minimal basis sets. Nevertheless, there is

still room for improvement in the energetic characteristics, even when considering electronic

correlation [165]. This is due to incomplete accounting for orbital relaxation and the omission

of polarization effects. In summary, double-exponential basis sets are adequate for providing a

qualitative description of multi-electron systems.

Basis sets that use two independent functions to describe the motion of only valence electrons

are widely used [166, 167]. For inner electron shells, a minimal basis set is retained, leading

to savings in computer resources. These basis sets are called valence-split (Split-Valence - SV

or Double Zeta Valence - DZP). They include sets, using the notation, like M − NPG. For
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example, for second-period elements, each inner orbital is described by one function - a linear

combination of M Gaussian functions, while valence 2s- and 2p-orbitals are represented by two

sets of independent functions consisting of NP Gaussian functions, but with different values of

the orbital exponents and contraction coefficients. For example, the 6− 31G basis set describes

each inner (1s) orbital with six GTFs, the valence 2s orbital with three different and grouped

GTFs with one set of grouping coefficients and one GTF with another exponent value, each

valence 2p orbital with the same three GTFs as for the 2s-electron but with a different set of

grouping coefficients, and one GTF as for the 2s-electron. This basis set for carbon can be

denoted as: [3s, 2p], or (631,31).

6.5.3 EXTENDED BASIS SETS

These extended basis sets consist of three independent functions for each type of electron -

triple-exponential (Triple Zeta - TZ), quadruple-exponential (Quadruple Zeta - QZ), and so on

[163].

As with split basis sets, there are valence-extended basis sets in which only the valence

electrons are described by three or more independent functions. An example of such a set is the

6− 311G basis set, where each valence electron is described by three functions, approximated

by three, one, and one Gaussian functions.

Using extended basis sets allows for orbital relaxation without optimizing the parameters

of the basis functions and achieves this more entirely as the set expands. Such basis sets can be

used to obtain quantitatively suitable results on the electronic structure of multi-electron systems.

This is because the additional basis functions provide more flexibility in capturing variations in

the shape and energy of the orbitals.

6.5.4 POLARIZATION AND DIFFUSE FUNCTIONS

It is essential to include additional polarization functions for valence electrons in basis

sets to account for changes in the shape of a basis orbital during chemical bond formation.

These polarization functions have higher orbital quantum numbers compared to valence electron

functions. For instance, a p-function is used as a polarization function for s-electrons, a d-function

for p-electrons, along with others. Thus, the polarization functions for H, B, S, and Fe atoms are
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1p, 2d, 3d, and 3f, respectively. The presence of a polarization function in a basis set is indicated

by an asterisk ("*") or by specifying the type of polarization function in parentheses. Widely used

basis sets of this type include, for example, the 6− 31G* and 6− 31G** basis sets. One asterisk

means adding a polarization d-GTF to the s- or p-elements of the second or third period, and

two asterisks mean adding a p-GTF to hydrogen and helium basis functions in addition. These

sets can be denoted differently: 6− 31(p,d) and 6− 311(p,d), or (631, 31, 1) and (6311, 311, 1)

for a second-period element, or (31, 1) and (311, 1) for hydrogen.

Polarization functions cannot be obtained from isolated atom calculations using the Hartree-

Fock method, as they are unoccupied by electrons and thus virtual. They do not affect Hartree-

Fock energy but influence the correlation energy of multi-electron atoms. However, polarization

functions significantly affect the energy of molecules, allowing for the correct description of

chemical bonding. Basis sets with polarization functions are the minor basis sets acceptable for

accounting for electronic correlation energy and calculating the energetic effects of chemical

reactions.

To describe the motion of an electron in regions far from the nucleus, which becomes essential,

for example, when considering anions, excited states of atoms, and long-range intermolecular

interaction forces, the behavior of valence orbitals at large distances from the nucleus must be

corrected. This is achieved by introducing diffuse functions with the same symmetry as valence

electron functions but with much smaller exponent values. As a result, at large distances, the

diffuse function has a greater value than the valence function and more accurately describes the

electron’s behavior. Adding diffuse functions affects the calculated values of electron affinity,

intermolecular interaction energy, and other characteristics of molecules determined by long-

range atomic interactions. The presence of diffuse functions in a basis set is indicated by

the symbol "+". For example, the 6 − 31++G basis set includes diffuse functions for second-

period elements and hydrogen. The 6− 31++G* basis set, also denoted as 6− 31 + +G(d,p),

simultaneously includes both diffuse and polarization functions for all atoms of the chemical

elements of both periods. This last basis set for a second-period element can be denoted as

(6311, 3dp).
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6.6 CORRELATION-CONSISTENT BASIS SETS

Correlation-consistent basis sets are attractive for highly accurate calculations and calcula-

tions of weakly bound states. By composition, the sets are extended, including the description of

each orbital with two (DZ), three (TZ), four (QZ), five (5Z), and six (6Z) independent functions.

In addition, they contain several polarization and diffuse functions.

Calculating electron affinity in atomic and molecular systems is challenging in quantum

chemistry. The Hartree-Fock method with limited configuration interaction is insufficient due to

the higher correlation energy of anions compared to atoms. To accurately determine electron

affinity, extensive electron correlation calculations and more configurations are needed. Often, the

basis set for anions is derived from one optimized for the neutral atom state [168]. Suitable for this

purpose are correlation-consistent (cc - correlation-consistent) valence basis sets with polarization

functions (p - polarization) on all atoms: double-zeta (cc-pVDZ), triple-zeta (cc-pVTZ), and

quadruple-zeta (cc-pVQZ). Then, with additional diffuse functions optimized for atomic anions,

the primary basis is slightly increased (aug - augmented). Optimization is performed using the

Hartree-Fock method with single and double excitation configuration interaction of the anion.

Such basis sets are called augmented correlation-consistent polarized valence multi-zeta basis

sets and are denoted as aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ. The basis sets for

second-period elements are relatively large, consisting of 9, 14, and 20 shells, respectively.

In this work, the Gaussian computational chemistry program was used for the time-dependent

density functional theory (TDDFT) simulations. TDDFT provides insights into the HOMO–

LUMO orbitals involved in the absorption and emission energies. In our analysis of organic

compounds, we utilize the B3LYP and CAM-B3LYP functional; 6 − 311+G(d,p) and 6 −

31+G(d,p) basis set for accurate simulations. We used the polarizable continuum model (PCM) to

model solvation effects. The PCM is widely used in computational chemistry to efficiently model

solvation effects by treating the solvent as a polarizable continuum. The following chapters will

detail the results of the simulations and experiments for spectroscopic analysis.
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CHAPTER 7

SPECTROSCOPIC PROPERTIES OF PY-RES

THE STUDY of photochemical and spectroscopic properties of conjugated organic molecules

is a long-standing issue, being widely exploited in the design of chemical sensors and

electro-optical devices [169, 170]. More specifically, the demand for specific probes for environ-

mental contaminants and other organic targets makes the synthesis of highly conjugated organic

materials a timely topic, with a particular emphasis on the functionalization of π-conjugated

monomers with fluorescent moieties [171–173]. In most cases, the primary strategy consists of

promoting the secondary attachment of a chromophore into the polymeric backbone [174–177],

thus avoiding the overlapping between the frontier orbitals of the monomer and chromophore.

Such a synthetic procedure tends to preserve the spectroscopic properties of the chromophore,

including its sensitivity to environmental conditions like solvent polarity [176, 177], pH [178],

temperature [179], and medium composition [170]. In this context, the use of pyrrole derivatives

has attracted remarkable attention, as the electropolymerization of pyrrole has become a robust

method to obtain stable conducting polymeric films with similar spectroscopic properties of

the monomers [174, 176, 180]. Consequently, fluorescent and electrochemical properties of

pyrrole derivatives have been successfully used in different applications, including the biosens-

ing of DNA hybridization [174, 181], the potential conductive conduits for nerve regeneration

[182, 183], and the active probe in biomaging [184, 185].

Recently, several studies have exploited the fluorescent properties of resorufin derivatives to

develop chemical and biological sensors [186–190]. A prominent example is the use of resorufin

derivatives as chemical sensors for aliphatic thiol compounds found in biological systems [191–

193], as the deficit or abundance of such compounds may be associated with several diseases

[193]. Combining the resorufin and 7-diethylcoumarin to obtain a single-molecule fluorescence

probe, Zhang and co-workers have successfully distinguished different reactive sulfur species in

living cells [191]. Similarly, the affinity of a resorufin derivative to the fibrillar amyloid β has

been used to identify cerebrovascular amyloid deposits over neuritic plates, thus opening the
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possibility of a precise and non-invasive diagnostic of cerebral amyloid angiopathy in live patients

[194]. As the resorufin fluorescence is strongly affected by redox reactions, compounds based on

this chromophore have been used in the detection of metallic ions [187] and the identification of

corrosion processes [190]. Besides, resorufin emission is sensitive to environmental conditions,

such as surfactant concentration [195], temperature [196], and medium polarity [197, 198].

The study presents the synthesis and spectral analysis of a new pyrrole derivative with a

resorufin label. 3-(N-pyrrolyl)propyl resorufin (PY-RES) was synthesized using resorufin as a

starting material [199]. The fluorescence properties of PY-RES are examined in solvents with

different polarities, revealing a strong influence of the medium polarity on its fluorescence spec-

trum, characterized by excitation-dependent emission. The study also investigates the thermal

effects on PY-RES emission and confirmed the occurrence of typical thermal-quenching. Addi-

tionally, a detailed computational analysis of PY-RES using time-dependent density functional

theory (TDDFT) providesinsights into the HOMO-LUMO orbitals involved in the absorption

and emission energies. Moreover, the possibility of using PY-RES photoluminescence to develop

a ratiometric sensor for detecting ethanol adulteration with methanol is also analyzed.

7.1 MATERIALS AND METHODS

7.1.1 MATERIALS AND SYNTHESIS

All the chemical reagents and solvents were purchased from Sigma-Aldrich/Merck. The

solvents used in the synthesis were previously treated and distilled. The 1H and 13C NMR spectra

were recorded in a Bruker spectrometer operating at frequencies of 400 MHz and 100 MHz,

respectively, using CDCl3 as solvent. Infrared (IR) spectra were acquired on a Shimadzu IR

PRESTIGE–21 device, using attenuated total reflection Fourier transformed infrared spectroscopy

(ATR-FTIR) technique. High resolution mass spectra (HRMS) were acquired using a Q-Exactive

mass spectrometer (ThermoScientific), with H-ESI source (ThermoScientific), operating in

positive mode under the following conditions: full scan m/z 230-450, spray voltage 4.0 - 5.0 kV,

flow 20 µL/min, sheath gas 12, auxiliary gas 0 to 2, capillary temperature 300 °C, auxiliary gas

temperature 37 °C, slens 50.
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7.1.2 SYNTHESIS OF 3-(N-PYRROLYL)PROPYL RESORUFIN (PY-RES)

1-(3-bromopropyl)pyrrole (3) and 1-(3-iodopropyl)pyrrole (4) were prepared according to

procedures reported in the literature [199]. In a 50 mL round-bottom flask, 234.98 mg (1 mmol)

of 1-(3-iodopropyl)pyrrole (4), 235.15 mg (1 mmol) of resorufin sodium salt (5), and 15 mL of

dimethylformamide (DMF) were added. The system was kept in an argon atmosphere and at

room temperature for about 24 hours. At the end, 30 mL of ethyl acetate was added, and the

system was washed with distilled water (10 x 20 mL) and 10% sodium bicarbonate solution

(NaHCO3) (3 x 20 mL). The organic phase was dried with anhydrous Na2SO4 and concentrated

on a rotary evaporator. A red solid in 50% yield was obtained after purification on a silica gel

column chromatography using hexane/acetate (1:1) as eluent. Scheme 1. M.p. 159.5-160.2 ◦C;

HRMS (ESI (+)): calculated for C19H16N2O3H [M + H] m/z: 321.12; found m/z: 321.122. 1H

NMR (400 MHz, CDCl3), δ (ppm): 7.70 (d, J = 8.8 Hz, 1H); 7.42 (d, J = 9.7 Hz, 1H); 6.92 (dd, J

= 8.9 and J = 2.6 Hz, 1H); 6.83 (dd, J = 9.8 and 1.9 Hz, 1H); 6.76 (d, J = 2.5, 1H); 6.64 (t, J =

1.9 Hz, 2H); 6.32 (d, J = 1.9 Hz, 1H), 6.15 (t, J = 1.9 Hz, 2H), 4.13 (t, , J = 6.6 Hz, 2H); 3.96 (t, J

= 5.8 Hz, 2H) ; 2.27 (t, , J = 6.2 Hz, 2H). 13C NMR (100 MHz), δ (ppm): 186.4; 162.7; 149.8;

145.7; 145.6; 134.7; 134.2; 131.7; 128.5; 126.0; 120.6; 113.9; 108.5; 106.7; 100.6; 65.3; 45.6;

30.9. FT-IR (ATR) (cm−1): 3057 (ν C-H, aromatic); 2929 and 2875 (ν C-H, aliphatic); 1693

(ν C=O, carbonyl ketone); 1604, 1504 and 1446 (ν C=C, aromatic); 1261 and 1099 (ν O-C-O,

ether); 1211 (ν C-N, pyrrole); 1232 (ν C-N, dimetylamine); 858 (δ C-H aromatic); 725 (δ C-H

pyrrole).

7.1.3 UV-VIS SPECTROSCOPY

All UV-Vis absorption spectra were acquired using a USB2000 spectrometer (Ocean Optics)

with a DH2000 light source (Ocean Optics). The PY-RES was dissolved in the concentration of

0.1 mM for all solvents. The emission spectra were recorded on a spectrofluorimeter NanoLog

TM (HORIBA), with a Xenon lamp (CW 450 W) as the excitation source and a photomulti-

plier detector (model R928P), chosen for its high sensitivity and fast response time, using the

diffraction grating Horiba with 600 grooves/mm and blaze at 1000 nm.
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7.1.4 THEORETICAL CALCULATION DETAILS

Theoretical calculations of electronic properties of PY-RES focused on the Frontier molecular

orbitals (Highest Occupied Molecular Orbital - HOMO and the Lowest Unoccupied Molecular

Orbital - LUMO) and the vertical absorption and emission energies in a solvent environment.

The quantum calculations were performed using Density Functional Theory (DFT) for the

equilibrium properties in the ground state and Time-Dependent Density Functional Theory (TD-

DFT) for the absorption and emission energies, both utilizing the -(N-pyrrolyl)propyl resorufin

(PY-RES) functional [200–202], which includes long-range and dispersion corrections, and the

6-311+G(d,p) basis set. Polar and apolar solvents were considered, being modeled using the

integral equation formalism version of the polarizable continuum model (IEF-PCM)[203]. The

PCM demonstrates high accuracy in modeling the solvent effects on the absorption and emission

energies of solvated molecules when considering aprotic solvents [177, 204, 205], as shown

in this study. The absorption and emission energies were calculated using the State-Specific

approach [202], and all QM calculations were performed with the Gaussian 09 software package

[206].

7.2 RESULTS AND DISCUSSION

Figure 22 – Schematic representation of the synthetic route used to prepare the 3-(N-pyrrolyl)propyl
resorufin (PYRES) compound.
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Figure 23 – Absorption spectra of PY-RES in solvents with distinct polarities: heptane (solid black line)
and acetonitrile (dashed red line). Vertical dotted lines correspond to the theoretical predictions for the
absorption wavelengths using the TD-DFT method. One can note that a blue shift takes place in the high

energy bands when PY-RES is dispersed in polar solvent, while a red shift is observed in low energy
bands.
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7.2.1 SYNTHESIS

The synthetic route to obtain PY-RES was divided into three steps. The first step involves

a Clauson-Kaas condensation, while the second is a halide exchange. The third step was the

esterification, as shown in Fig. 22. 1-(3-bromopropyl)pyrrole was prepared by condensation of

the 3-bromopropylamine hydrobromide with 2,5-dimethoxytetrahydrofuran, in glacial acetic

acid/sodium acetate buffer solution (pH = 5.0). 1-(3-iodopropyl)pyrrole was prepared by the

halide exchange reaction between 3 and NaI, being necessary due to the nucleophilic substitution

reaction between 1-(3-bromopropyl)pyrrole and resorufin sodium salt gave low yields. Better

results were obtained by replacing bromine with iodine through a halide exchange reaction

[199]. The nucleophilic substitution in the synthetic procedure increases the PY-RES yield. The

molecular structure of the PY-RES was confirmed by 1H and 13C NMR (Supplementary Material,

Figs. S1 and S2), HRMS (Supplementary Material, Fig. S3) and FTIR (Supplementary Material,

Fig. S4) analyses.

Fig. 23 displays the absorption spectra of PY-RES in aprotic solvents with varying polarities.

In heptane, PY-RES exhibits multiple absorption bands across different regions of the electro-

magnetic spectrum. Specifically, such compound presents a strong absorption band centered at
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Figure 24 – Frontier molecular orbitals (MOs) of PY-RES in (a) heptane and (b) acetronitrile,
corresponding to HOMO-3, HOMO-1, HOMO, and LUMO levels. The red arrows represent the

molecular orbitals involved in the vertical electronic transitions, with the solid red arrow representing the
major contributing orbital.
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260 nm, corresponding to the high-energy π → π∗ transitions of pyrrole group [207]. Besides,

three weak bands are centered at 285, 367, and 442 nm, being assigned as π → π∗ and n→ π∗

transitions of resorufin moiety [198]. In particular, the absorption peak at λg = 442 nm is

associated with the low energy π → π∗ transitions from the ground state, S0, to a locally excited

state, La, without a significant charge transfer. A notable change in the absorption spectrum

occurs when PY-RES is dispersed in a polar solvent. A significant blue shift is observed in

the absorption band assigned to the pyrrole group, now positioned at 220 nm in acetonitrile. A

similar blue shift occurs for the band at 285 nm, indicating an enhancement in the energy gap

between the electronic states involved in the π → π∗ transitions. A distinct scenario is verified

for the low-energy transitions associated with resorufin moiety, where the absorption bands at

379 and 452 nm characterize a moderate red shift. In addition to the red shift, such bands become

more pronounced in the polar solvent, thus indicating an increase in the transition probabilities.

The red shift and absorbance enhancement of the low energy absorption band suggests that a

moderate intramolecular charge transfer may occur in PY-RES upon photoexcitation, favored in

polar solvents.
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Fig. 24 presents the frontier orbitals involved in PY-RES electronic transitions. The HOMO

and LUMO levels were computed by density functional theory at the CAM-B3LYP/6-311+G(d,p)

level, considering PY-RES dispersed in heptane and acetonitrile. For PY-RES dispersed in

heptane, TD-DFT simulations reveal that the vertical electronic transition is not a typical HOMO-

LUMO transition, involving HOMO-1 and HOMO-3 levels. The theoretical calculations estimate

an absorption peak at 393 nm, with an oscillator strength of 0.78, with the formation of a locally

excited state. Although such a TD-DFT result is shifted compared to the experimental one

(λg = 442 nm), it captures the main features of electronic transitions in PY-RES dispersed in an

apolar solvent. For PY-RES dispersed in acetonitrile, TD-DFT calculations show that vertical

electronic transition is a typical HOMO-LUMO transition, also involving the HOMO-1 level.

Furthermore, the absorption peak is estimated at 431 nm, with an oscillator strength of 1.10.

The simulations show that the polar solvent favors an electronic transition through a charge

transfer mechanism. Again, the TD-DFT calculations reproduce the primary behavior of PY-RES

dispersed in a polar solvent.

Fig. 25 shows the emission spectra of PY-RES dispersed in apolar and polar solvents,

considering photoexcitation at different wavelengths. In all cases, the fluorescence intensities

were normalized by the emission peak at λem = 498 nm. When dispersed in toluene, PY-RES

presents a broad emission spectrum upon photoexcitation at λexc = 405 nm, with two identifiable

peaks at λem = 498 nm and λem = 515 nm, as depicted in Fig. 25(a). As the photoexcitation

energy is reduced, the emission intensity of PY-RES gradually decreases, with no significant

changes in the spectral density. A distinct scenario is verified when PY-RES is dispersed in the

polar solvent, as demonstrated in Fig. 25(b). For λexc = 405 nm, the PY-RES fluorescence in

acetonitrile is characterized by peaks at λem = 498 nm and λem = 515 nm, exhibiting a similar

spectral distribution to that in toluene. However, when the excitation wavelength increases, a

substantial modification occurs in the PY-RES fluorescence, displaying new emission bands

centered at λem = 550 nm and λem = 600 nm. Additionally, the enhancement in the excitation

wavelength leads to a suppression of the original emission bands. Such results indicate that

PY-RES photoluminescence is associated with distinct excited states exhibiting different charge

distributions.

The impact of solvent polarity on PY-RES photoluminescence is shown in Fig. 26(a), consid-

ering a photoexcitation at λexc = 450 nm. A substantial modification in the PY-RES fluorescence
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Figure 25 – Emission spectra of PY-RES in (a) toluene and (b) acetonitrile, considering different
photoexcitations: λexc = 405 nm (solid black lines), λexc = 450 nm (dashed red lines), and λexc = 488
nm (dashed-dotted blue lines). Notice the spectral distribution of PY-RES emission is strongly affected by

the solvent polarity, indicating the occurrence of different excited states upon photoexcitation.
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is observed as the solvent polarity increases, characterized by a significant red shift (∆λemi ∼ 100

nm) and a notable change in the spectral distribution. Such results suggest that different elec-

tronic states are involved in the photoluminescence mechanism of PY-RES, depending on the

solvent polarity. In nonpolar hydrocarbon solvents, such a compound displays a broad emission

with strongly overlapped bands. In contrast, the PY-RES fluorescence spectra show two distinct

narrow peaks in polar solvents. Despite a gradual red shift in the lower energy emission band, the

higher energy band remains centered at 549 nm as the solvent polarity increases. Additionally,

the relative emission intensity between the two bands changes, with the lower energy band

becoming the predominant one in highly polar solvents. When dispersed in acetonitrile, PY-RES

exhibits a similar fluorescence to resorufin in protic polar solvents [208–210] but features a more

significant Stokes shift compared to the sodium salt of resorufin. A study by Yu and Berg has
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Figure 26 – (a) Normalized spectra of PY-RES fluorescence in different solvents: heptane (solid black
line), toluene (dashed red line), ethyl acetate (dotted blue line), acetone (dashed-dotted green line), and

acetonitrile (solid orange line). The samples were photoexcited at 450 nm. Notice that the spectral
distribution of PY-RES is strongly affected by the solvent polarity, indicating that PY-RES

photoluminescence involves excited states with distinct charge distributions. (b)PY-RES Stokes shift as a
function of the solvent polarity parameter EN

T . The dashed red line represents the linear fit of Stokes shift,
with a regression slope m = 5662 cm−1 and correlation coefficient R = 0.92.
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shown that the sodium salt of resorufin may have a Stokes shift of up to 467 cm−1, which is

significantly below the 5252 cm−1 observed for PY-RES in acetonitrile [208]. The experimental

and theoretical results for the absorption and fluorescence parameters of PY-RES in different

solvents are summarized in Table 1.

Considering the Stokes shift of PY-RES dispersed in different solvents, it is straightforward

to estimate the variation of molecular dipole moment upon photoexcitation [211]. Using the

empirical polarity parameter EN
T introduced by Reichardt [1, 212], the relation between the
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Table 2 – Solvents parameters and solvatochromic data of PY-RES: ϵ represents the solvent dielectric constant, and EN
T is the Reichardt

solvent parameter [1]. λg (νg) and λf (νf ) are the absorption and fluorescence peak wavelengths (wavenumbers), respectively. The emission
peaks were acquired upon photoexcitation at 450 nm. The Stokes shift is defined as (νg − νf ). λTh

g and λTh
f are the absorption and

fluorescence peak wavelengths obtained from TD-DFT calculations, while (νg − νf )
Th is the theoretical Stokes shift.

Solvent ϵ EN
T λg (nm) λTh

g (nm) λf (nm) λTh
f (nm) (νg − νf ) (cm−1) (νg − νf )

Th (cm−1)
Heptane 1.92 0.012 442 384 508 474 2940 4945
Toluene 2.36 0.099 451 398 530 474 3305 4029
Ethyl acetate 6.02 0.228 452 399 548 476 3876 4055
Dichloromethane 8.93 0.309 456 402 549 475 3715 3823
Acetone 21.01 0.355 452 401 588 475 5117 3884
Acetonitrile 36.64 0.460 451 432 591 475 5252 2095

Stokes shift and the change of molecular dipole moment is given by:

νg − νf = 11307.6

[(
δµ

δµB

)2 (aB
a

)3
]
EN

T + constant . (7.1)

νg and νf represent the absorption and fluorescence maximum wavenumbers in cm−1. δµB = 9 D

represents the dipole moment change of betaine dye upon excitation, while aB = 6.2 Å is the

Onsager cavity radius of this dye [1]. δµ and a stand for the variation of the dipole moment and

the Onsager cavity radius of the PY-RES molecule, respectively. Fig. 26(b) shows the dependence

of the PY-RES Stokes shift on the polarity parameter EN
T , where a linear regression (dashed

red line) can be used to estimate the variation in the dipole moment of PY-RES molecules upon

photoexcitation, as follows:

δµ =

√
δµ2

B ×m× a3

11307.6cm−1 × a3B
. (7.2)

As the molar mass (Mm = 320.34 g/mol) and the density (ρP = 1.10 g/cm3) can be used

to compute a = 4.87 Å, it leads to an estimate of δµ = 4.57 D for PY-RES molecule upon

photoexcitation at 450 nm. This value agrees with the theoretical estimate for sodium salt of

resorufin [210].

Fig. 27 shows the temperature dependence of PY-RES fluorescence under photoexcitation at

405 nm, considering dichloromethane and acetonitrile as carrier solvents. The thermal effects on

PY-RES fluorescence were investigated using a temperature-controlled oven within the accuracy

of 0.1◦C. The samples were heated in a small temperature range between 25 ◦C and 40 ◦C

to avoid solvent evaporation and the subsequent enhancement of PY-RES concentration. The

temperature of each PY-RES solution was varied in steps 5.0◦C, at a rate of 0.5◦C/min. The

PY-RES fluorescence is gradually quenched in both solvents as the temperature is enhanced
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Figure 27 – Temperature dependence of PY-RES fluorescence in (a) dichloromethane and (b) acetonitrile:
T = 25◦C (solid black lines), T = 30◦C (dashed red lines), T = 35◦C (dotted blue lines), and T = 40◦C

(dashed-dotted green lines). Notice that emission intensity gradually decreases as the temperature is
increased. The insets show the linear relation between peak intensity, Ip(T ), and the sample temperature,
T . Dashed red lines represent the linear regressions using the expressions Ip(T ) = I0 + Γ · T , with

Γ = −0.030± 0.001◦C−1 in dichloromethane and Γ = −0.014± 0.001◦C−1 in acetonitrile.
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without changing the spectral distribution. However, the reduction in the emission intensity

seems to be more pronounced in dichloromethane. As the electronic transitions involve a charge

transfer in a polar medium, the excited state is stabilized in a polar solvent, and the non-radiative

process becomes less pronounced in high polar solvents. The absence of thermochromic effects

indicates that the energy gap between excited and fundamental states is not affected by the

sample temperature in the small range investigated. Additionally, the peak intensity exhibits a

linear dependence on the sample temperature, obeying the relation Ip(T ) = I0 + Γ · T . Here,

Γ is the thermal reduction rate of the emission intensity, with Γ = −0.030 ± 0.001◦C−1 in

dichloromethane and Γ = −0.014± 0.001◦C−1 in acetonitrile.
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Figure 28 – (a) Fluorescence spectra of PY-RES dispersed in ethanol-methanol solutions, for different
volumetric fraction of methanol: φv = 0% (solid black line), φv = 5% (dashed red line), φv = 10%

(dotted blue line), and φv = 20 (dashed-dotted greenk line). The addition of small volume of methanol
leads to a pronounced change in the spectral distribution of PY-RES emission. (b) I552/I607 ratio of
PY-RES emission as function of methanol volumetric fraction. Photographs of PY-RES under 450 nm

laser excitation, for φv = 0% (green emission) and φv = 80 (magenta emission).

As the PY-RES emission strongly depends on the solvent polarity, such a compound may

be a suitable physicochemical probe for detecting solvent adulteration. In particular, alcohol

adulteration with methanol is a constant concern in many developing countries, as methanol

represents a health risk to either humans or animal species [213]. Such compound promotes

irreversible tissue damage when inhaled, ingested, or absorbed by the skin [213]. Envisaging

the application of PY-RES as a fluorimetric sensor of ethanol adulteration, Fig. 28(a) displays

the fluorescence spectra of PY-RES dispersed in ethanol, considering different volume fractions
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of methanol, φv. All samples were photoexcited at 450 nm. When dispersed in pristine ethanol

(φv = 0%, PY-RES exhibits a broad emission band centered at 547 nm. As a small volume of

methanol is added to the PY-RES solution φv = 5%, a pronounced modification in the emission

spectrum is noticed, which presents two well-defined emission bands centered at 552 nm and

607 nm. The intensity relation between these two bands is gradually modified as the methanol

concentration is enhanced in the PY-RES solution. Such a result opens the possibility of using

the PY-RES emission spectrum as a ratiometric sensor of alcohol adulteration with methanol.

Fig. 28(b) shows the intensity ratio I552/I607 of PY-RES emission as a function of methanol

fraction. Here, I552 and I607 are the emission intensities of PY-RES at 552 nm and 607 nm,

respectively. I552/I607 decreases monotonically as the methanol fraction is enhanced, with the

PY-RES fluorescence changing from green to magenta.
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CHAPTER 8

SPECTROSCOPIC PROPERTIES OF MONOCARBONYL

CURCUMIN

CURCUMIN’S ((1E,6E)-1,7-bis(4-hydroxy-3-methoxyphenyl)-1,6-heptadiene-3,5-dione)

chemical structure comprises three main components: two aromatic rings, each bearing

hydroxy and methoxy groups, connected by a seven-carbon chain that includes a β-diketone

moiety [214, 215]. Curcumin and the related curcuminoid family, which constitute the yellow

pigments in the spice turmeric, has been reported to be anticarcinogenic, anti-inflammatory and

antioxidant [216–220].

Extensive steady-state fluorescence spectroscopic studies of curcumin have been conducted

in various organic solvents, micro-heterogeneous systems, and bio-mimetic environments [214,

221, 222]. These investigations have revealed that curcumin’s fluorescence spectrum, maximum

emission wavelength, and fluorescence quantum yield are highly sensitive to the solvent’s

properties. Depending on the solvent used, the Stokes shift has shown significant variation,

ranging from 2000 to 6000 cm−1.

Efforts have been made to modify and enhance curcumin’s pharmacological and pharma-

cokinetic properties. Recent studies are focused on the application of Monocarbonyl curcumin,

in which the two carbonyl groups of curcumin are reduced to one, for the treatment of cancer

[223–225]. The photophysical properties of curcumin analogs are widely exploited using absorp-

tion and fluorescence studies in various solvents [226, 227] since the changes in absorption and

fluorescence properties with different solvents have provided valuable insights into curcumin’s

interactions with proteins like liposomes and human albumin [228]. In this way, new dyes with

long stoke shifts have been studied, such as human serum albumin (HSA) labeled with a BODIPY

dye. Traditional BODIPY dyes have minor to moderate Stokes shifts (15-70 nm), which limits

their effectiveness in some applications. However, the BODIPY with significant Stokes shifts

(80– 114 nm) has been studied.

In this study, we have shown how various solvents influence the electronic absorption and flu-
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orescence spectra of Monocarbonyl curcumin, (1E,4E)-1,5-bis(4-(dimethylamino)phenyl)penta-

1,4-dien-3-ona, labeled as CCM. Computational analysis of monocarbonyl curcumin analogs

was performed to supplement the experimentally determined values. We perform a detailed

computational analysis of aminocarbonyl curcumin using time-dependent density functional

theory (TDDFT), thus supplying information about the HOMO-LUMO orbitals and the solvent

effects on the vertical absorption and emission energies. Our results show that the fluorescence

spectrum of mocarbonyl curcumin is strongly affected by the polarity of the solvent. Figure 29

shows the molecular structure of the Monocarbonyl curcumin.

Figure 29 – Ball-and-stick model of the molecular structure of CCM, with carbon, oxygen, and nitrogen
atoms colored gray, red, and blue, respectively. The structure is optimized using the B3LYP functional.

8.1 SYNTHESIS

A methodology inspired by ALSANTALI [229] synthesized the CCM product. The process

involved adding 96.0 mg (2.4 mmol) of NaOH and 2 mL of ethanol to a 25 mL flask and stirring

until NaOH was completely dissolved. Subsequently, 74.08 mg (1.0 mmol) of acetone and 298.38

mg (2.0 mmol) of 4-(dimethylamino)benzaldehyde were introduced into the system, which was

then stirred at room temperature for 20 hours. We added distilled water to help precipitate the

yellow solid and filtered the resulting mixture through a Buchner funnel. The final compound

was obtained in a 73.5% yield and displayed satisfactory purity. Figure 30 outlines the synthesis
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process.

Figure 30 – Schematic representation of the synthetic route used to prepare the
(1E,4E)-1,5-bis(4-(dimethylamine)phenyl)pentyl-1,4-dien-3-ona (CCM).

In this chapter, the focus was on the examination of the optical properties of the (1E,4E)-1,5-

bis(4-(dimethylamine)phenyl)pentyl-1,4-dien-3-ona, labeled as CCM, synthesized by Jamilly

Eli da Silva Rodrigues from the Chemistry Department of the Federal University of Alagoas.

In particular, the fluorescence and light absorption phenomena in monocarbonyl curcumin

were investigated, considering dispersion in apolar, polar, and protic solvents. To examine the

absorption energies in CCM dissolved in methanol, TD-DFT and B3LYP were employed.

8.2 MONOCARBONYL EMISSION AND ABSORPTION SPECTRUM

The monocarbonyl curcumin exhibited significant fluorescence upon UV light excitation,

with a strong dependence on the solvent polarity, as shown in Fig. 31. A CCM fluorescence

changes from blue to red as the solvent polarity incriases, indicating a rich phenomenology

associated with charge transfer in this compound.

Dielectric constant and the Reichardt normalized polarity scale, EN
T , of solvents used to dilute

solutions of monocarbonyl curcumin are summarized in Table 7. As the EN
T parameter includes

the effect associated with the formation of hydrogen bonds and the mechanism of intramolecular

charge transfer, such a parameter allows us to reasonably describe the microenvironment of

molecular dipoles in solution, rather than the other bulk polarity functions based on the refractive

indices and dielectric permittivities of solvents.
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Figure 31 – Representantive images of CCM dispersed in solvents with different polarities: (a) toluene,
(b) ethyl acetate, (c) acetonitrile, and (d) aniline. The images were captured for the sample under UV

light.

Table 3 – Solvent parameters: ε is the solvent dielectric constant and EN
T is the Reichardt solvent

parameter.

Solvent ε EN
T

Heptane 1.92 0.012
Toluene 2.4 0.099
Ethyl acetate 6 0.228
Aniline 7.06 0.420
Acetonitrile 36.64 0.460
Methanol 32.6 0.762

Absorption spectra of the monocarbonyl curcumin were recorded in various solvents varying

from non-polar to polar at room temperature. Our study recorded the absorption spectrum

in solvents with dielectric constants varying from 1.92 to 32.6. The compound exhibits two

prominent absorption bands centered at 251 and 399nm in heptane, usually denoted as bands I

and II, respectively. In most CCM compounds, band I occurs in the 430-460 nm range, while

band II occurs in the 250-285nm range.

Heteroatoms tend to induce a bathochromic shift of absorption bands, which has been seen

in the absorption spectrum of CCM. The absorption band II can attributed to π → π∗ electronic

transition, involving an electronic delocalization along the cyclic groups. Band I in the absorption

spectrum corresponds to the n→ π∗ transition involving the non-bonding electrons of nitrogen

atoms in the dimethylamine group. The location value of each band associated with the solvent

is shown in the table 4.



SPECTROSCOPIC PROPERTIES OF MONOCARBONYL CURCUMIN 111

Figure 32 – UV–Vis absorption spectra of the Monocarbonyl curcumin in different solvents: heptane
(solid black line), acetonitrile (dashed red line), and methanol (dasha-dotted blue line).
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Table 4 – Wavelength of main absorption peak λabs for Monocarbonyl curcumin in various solvents.

Solvent λIabs λIIabs
Heptane 399 nm 251 nm
Toluene 430 nm 281 nm
Ethyl acetate 431 nm 257 nm
Aniline 453 nm –
Acetonitrile 398 nm 259 nm
Methanol 458 nm 281nm

We can observe the bathochromic shift in the absorption maxima, λIabs, of monocarbonyl

curcumin in various solvents. In non-polar solvents like heptane, the absorption maximum for

band I is at 399 nm. As solvent polarity increases, such as in toluene (430 nm), ethyl acetate (431

nm), and aniline (453 nm), the λIabs, the wavelength of absorption peak progressively shifts to

longer wavelengths, reaching 458 nm in methanol.

Now, let us analyze the impact of solvents on CCM photoluminescence. Figure 33 displays

the photoluminescence of CCM when photoexcited at 405, 450, 488, and 532nm. The CCM

compound was dispersed in solvents with different polarities. CCM demonstrates a single-band

emission in heptane, toluene, and ethyl acetate. In solvents with greater polarity, CCM exhibits a
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Figure 33 – Emission spectra on excitation at 405 nm (violet line), 450 nm (blue line), 488 nm (turquoise
line), and 532 nm (green line) of the Monocarbonyl curcumin in a solvent with different polarities: (a)

heptane, (b) toluene, (c) ethyl acetate, (d) aniline, (e) acetonitrile, and (f) methanol.
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dual emission band.

The Kasha-Vavilov rule states that the emission spectrum and photochemical quantum

yield are independent of excitation wavelength [230]. Figure 33 shows that the Monocarbonyl

curcumin in various solvents is agreeable to the Kasha-Vavilov rule. We can observe that the

shape of the curve remains constant, changing the intensity. Fig. 34 shows that CCM exhibits

a broad emission in methanol and aniline. Upon evaluating the absorption peak at 453 nm, the

Stokes shift is around 145 nm in aniline. The widths of the fluorescence spectra also increase

considerably with the solvent polarity and hydrogen bond–donating or – accepting ability of the

solvents. The molecule’s steady-state absorption and fluorescence characteristics suggest that the

S1 state has a large intramolecular charge transfer character [231].

The presence of a dimethylamine group in the molecule is fundamental to the observed

phenomenon. To better understand the phenomenon of this high Stokes shift, we performed

a simulation of curcumin in methanol using the B3LYP functional and the 6-31+G(d,p) basis.

Figure 35 shows the computational results.

Figure 35 (a) represents the optimization of the geometry in methanol. Figure 35 (b) gives

the charge density distribution in the molecule (e/Bohr3). Figure 35 (c) describes the HOMO-
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Figure 34 – Normalized absorption (black)/emission (red) spectra of Monocarbonyl curcumin in aniline
(a) and methanol (b) on excitation at 532 nm. It should be noted that Stokes shifts were calculated from

both absorbance and emission maxima wavelengths.
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Figure 35 – The simulation utilized the B3LYP functional to analyze monocarbonyl curcumin in methanol
as the solvent, employing PCM.
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LUMO transition. the ground state to first excited state absorption is at 484nm computed via

the Corrected linear-response approach. The simulation assigns the interval 280–300 nm to the

band related to π → π∗ . The spectrum of CCM can be assigned with the help of the calculated

molecular orbitals, which are displayed in Figure 36.

A common feature of the lowest-energy transitions is that they all involve the LUMO as

the unoccupied orbital. The excitations to LUMO + 1 start at relatively high energies. The

LUMO can be considered the π∗ orbital of the whole molecule. From the figure 36, we can

see the contribution of the dimethylamine group in the n→ π∗ transition. Figure 36 (b) shows

the contribution of the carbonyl, benzene rings, and conjugated double bonds in the π → π∗
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Figure 36 – Contour plots of the MOs for CCM in methanol for assign (a) n → π∗ and (b) π → π∗

transition.

HOMO

HOMO-1

LUMO

(a) (b)

LUMO+1

2.8eV 4.5eV

Table 5 – Calculated electronic transition (E, in eV) and oscillator strengths for CCM in methanol at
PCM-TDDFT, using B3LYP/6-31G+(d,p).

Assign λ f Composition E
n− π∗ 497 nm 1.65 HOMO–LUMO (0.99) 2.81
π − π∗ 297 nm 0.30 HOMO-1–LUMO+1 (0.57) 4.55

HOMO-4–LUMO (0.22) 4.76
HOMO-5–LUMO (0.09) 4.78
HOMO–LUMO+2 (0.09) 4.74

π − π∗ 284 nm 0.15 HOMO-5–LUMO (0.56) 4.78
HOMO-1–LUMO+3 (0.03) 5.08
HOMO–LUMO+2 (0.38) 4.74

transition, highlighting the most significant contribution coming from conjugated double bonds.

The first excited singlet of Monocarbonyl curcumin is state 1, which can be assigned to the

weak band at 2.81 eV (band I), which has contribution from orbitals HOMO and LUMO. Band

II would be described as a mixture of the carbonyl group, benzene rings, and conjugated double

bonds. In fact, by the calculations, none of the occupied MOs can be visualized as a ‘clean’

orbital of the carbonyl group or benzene (Figure 36 and Table 5).

We performed a deconvolution of the emission spectrum into two Gaussians to study the

system’s behavior in terms of dual emission and lifetime. The result follows in the figure 37.

The areas under curves 1, labeled as G1, and 2, labeled as G2, are proportional to the number
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Figure 37 – The spectral deconvolution of the emission spectra on excitation at 450 nm of CCM in in (a)
methanol (top panel) and (b) acetonitrile (bottom panel).
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of molecules emitted from these excited states [43, 44], showing in table 6. Thus, the fraction

of molecules that decay from 2 can be calculated as A2/AT , where AT is the total area under

the fluorescence spectrum, AT = A2 + A1 [43, 44]. The equation calculated the fraction of each

excited state decay:

fi =
αiτi∑
αiτi

.

Table 6 – Spectral decomposition into Gaussians of Monocarbonyl curcumin in methanol, acetonitrile
and aniline.

Spectrum decomposition into Gaussian
Solvents

A1/AT A2/AT

Methanol 0.71 0.29
Acetonitrile 0.55 0.45
Aniline 0.45 0.55

In both cases, the samples were photoexcited at 454 nm. As noted, the transient intensities

exhibit a double exponential relaxation in both solvents, with the fluorescence lifetime presenting

a strong dependence on the solvent polarity. In apolar solvent, the average lifetime is 0.3 ns,
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Figure 38 – Fluorescence lifetime measurements of Monocarbonyl curcumin in acetonitrile ( black line)
and toluene (blue line), upon photoexcitation at 454nm. The dashed lines are the best fitting curves using

the expression I(t) = a1 ∗ exp (−t/τ1) + a2 ∗ exp (−t/τ2)
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while the average lifetime of the excited state is 1.0 ns in acetonitrile.

Figures 39 show the CCM emission spectra for different temperatures. The intensity of the

emission decreases with increasing temperature, as is usual in fluorescence, but the shape of the

curve remains constant. In our observations, we noticed a smaller decrease in emission when

using acetonitrile as the solvent. This is because acetonitrile has a higher polarity, resulting in

stronger solvent-solute interactions due to its high dipole moment. As a result, we were able

to discern the influence of solvent polarity on emission sensitivity when exposed to changes in

temperature.

Figure 39 – Steady-state fluorescence of Monocarbonyl curcumin in (a) acetonitrile and (b) toluene at
different temperatures on excitation at 450 nm. A significant decrease in the fluorescence intensity is

observed as the sample temperature is raised.
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CHAPTER 9

UV-VIS SPECTROSCOPY OF CHALCONOID A

COMPOUND

FLAVONOIDS are a vast group of prevalent plant secondary metabolites present in vascular

plants such as ferns, conifers, and flowering plants [232, 233]. These natural compounds

are typically classified into various categories based on their molecular structures, including

chalcones, flavones, flavanones, flavanols, and anthocyanidins. Approximately 4000 types of

flavonoids have been identified, many of which are vivid pigments that provide a range of yellow,

red, and blue hues in flowers, fruits, and leaves [234, 235]. In addition to their role in plant

coloration, flavonoids offer several pharmacological benefits, anticancer, anti-inflammatory, and

anti-allergic. They are recognized as potent antioxidants, metal chelators, and free radical scav-

engers [232]. Both natural and synthetic flavonoids are of significant interest in the development

of new therapeutic agents for various diseases and are generally considered non-toxic since they

are widely present in the human diet [236–238]

Chalcones, natural phenols derived from chalcone ((2E)-1,3-Diphenylprop-2-en-1-one),

represent one of the primary classes of flavonoids, found extensively in vegetables, fruits, tea,

and soy [239]. Historical therapeutic applications of chalcones can be traced back to the ancient

use of plants and herbs for treating different medical conditions [239, 240]. Recent studies have

documented a broad range of significant pharmacological activities of chalcones, including

antiproliferative, antioxidant, anti-inflammatory, and anticancer effects [241–244].

Kostanecki and Tambor were the first to synthesize a series of natural chromophoric products

comprising α, β-Unsaturated carbonyl bridge and termed them "chalcone" [245]. Chalcones

are biologically active polyphenolic natural products. They serve as the natural precursors of

flavonoids and isoflavonoids in higher plants [246]. At a chemical structural level, these phenolic

compounds present two aromatic rings joined by a three-carbon α, β-dihydroxy carbonyl system.

Unlike other members of the flavonoids family, chalcones do not contain a heterocyclic C ring.

Chalcones play a vital role as precursors in the biosynthesis of flavones and flavanones.



UV-VIS SPECTROSCOPY OF CHALCONOID A COMPOUND 118

They are usually synthesized from acetophenones and benzaldehydes via the Claisen-Schmidt

condensation using a base in a polar solvent [247]. More advanced synthetic methods have

been reported, such as the palladium-mediated Suzuki coupling between cinnamoyl chloride

and phenylboronic acids [248, 249] and the carbonylative Heck coupling with aryl halides and

styrenes in the presence of carbon monoxide [250, 251]. There is growing interest in the potential

of chalcone derivatives from academia and industry. Their promising biological profiles and ease

of synthetic manipulation have motivated the development of a series of novel chalcone-based

compounds with diverse protective activities in single molecules. Chalcone derivatives’ medicinal

chemistry and therapeutic relevance are well-documented, with many reports highlighting the

importance of the α, β-Unsaturated carbonyl moiety in drug-target interactions and biological

activity. [252–254].

Figure 40 – Optimized molecular structure of
(E)-1-(4-aminofenil)-3-(4-(dimetilamino)fenil)prop-2-en-1-ona using CAM-B3LYP functional.

In this chapter, the focus was on the examination of the optical and electrochemical properties

of a chalconoid compound,(E)-1-(4-aminophenyl)-3-(4-(dimethylamine)phenyl)prop-2-en-1-ona,

labeled as CCN, synthesized by Luís Paulo from the Chemistry Department of the Federal Uni-

versity of Alagoas. These properties were explored through UV–vis absorption and fluorescence

spectroscopy of their solutions in various solvents. Figure 40 illustrates the molecular structure

of the chalconoid. TD-DFT and CAM-B3LYP were the tools to study the absorption energies in

chalconoids embedded in acetonitrile and heptane.
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9.1 SPECTROSCOPIC PROPERTIES

The optical properties of the synthesized chalconoid compound were studied using UV-vis

spectroscopy. The CCN was dispersed in solvents with different polarities: heptane, toluene,

dichloromethane, ethyl acetate, and acetonitrile. Fig.41 shows images of CCN solutions upon

photoexcitation using a UV lamp, where a polarity-dependent fluorescence can be verified.

Figure 41 – Representantive images of chalconoid compound (CCN) dispersed in solvents with different
polarities: a) ethyl acetate, (b) acetone, (c) dichloromethane, and (d) acetonitrile. The images were

captured for the sample under room (top panel) and UV (bottom panel) light.

(a) (c) (d)(b)

The absorption spectrum of the chalconoid is presented in Fig. 42, considering apolar and

polar solvents. The compound exhibits two prominent absorption bands centered at 327 and 385

nm in heptane, usually denoted as bands I and II, respectively. In most chalconoid compounds,

band I occurs in the 340-390 nm range, while band II occurs in the 220-270 nm range [255].

However, heteroatoms tend to induce a bathochromic shift of absorption bands, as observed

in the CCN absorption spectrum. The absorption band centered at 327 nm can be attributed to

a π → π∗ electronic transition [256], involving an electronic delocalization along the cyclic
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groups. The band I centered at 385 is associated with a n→ π∗ electronic transition involving

the non-bonding electrons of nitrogen atoms in the dimethylamine group. For CCN dispersed

in acetonitrile, a slight bathochromic shift in band I is observed, now placed at 399 nm. On the

other hand, no shift in band II is observed as the solvent polarity increases. Table 7 summarizes

the absorption data of CNN in different solvents.

Figure 42 – Absorption spectra of CCN chalconoid dispersed in a solvent with different polarities:
heptane (solid black line) and acetonitrile (dashed red line). A small red shift is observed in the low

energy band when CCN is dispersed in a polar environment.
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Table 7 – Location of the absorption peak λabs for chalcone in various solvents.

Solvent λIabs λIIabs
Heptane 385 nm 327 nm
Toluene 392nm 281 nm
Dichloromethane 402 nm 278 nm
Ethyl acetate 391 nm 249 nm
Acetonitrile 399 nm 246 nm

Envisaging a better understanding and characterization of electronic transitions occurring

in the CCN compound, theoretical calculations were performed using the TD-DFT approach.

More specifically, frontier orbitals of CCN in acetonitrile and heptane were computed using

CAM-B3LYP functional and the 6311+G(d,p) basis set. The solvent polarity was considered
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using the State Specific PCM (Polarizable Continuum Model) calculations. The Linear Response

method also estimates the low energy absorption band. The results are shown in the table 8.

Although the LR method provides good results, state-specific PCM provides results that agree

with the experimental findings.

Table 8 – Theoretical calculations of the absorption peak (band I) of CCN using Linear-Response
Approach and State-Specific Solvation Correction.

Solvent Linear-Response Approach State-Specific Solvation Cor-
rection

Acetonitrile 365 nm 395 nm
Heptane 349nm 362 nm

Figure 43 displays the frontier orbitals for CCN, considering acetonitrile and heptane as

solvents. Again, HOMO and LUMO levels were calculated TD-DFT at the CAM-B3LYP/6-

311+G(d,p) level. For CCN in heptane, the electronic transition is a typical HOMO-LUMO

transition, with an energy gap of 5.6 eV. In particular, TD-DFT simulations estimate that

absorption band I is centered at 349 nm, with an oscillator strength of 1.29. The TD-DFT result

for CCN in heptane is a few nanometers shifted about the experimental result (λexpg = 377 nm).

Considering the CCN dispersed in acetonitrile, the theoretical simulations also describe the band

I as a HOMO-LUMO transition at 385 nm, with an oscillator strength of 1.47 and an energy

gap of 5.4 eV. It is important to emphasize that The TD-DFT simulations reveal a pronounced

intramolecular charge transfer occurs in CCN upon photoexcitation, involving the delocalization

of non-nonbonding electrons in dimethylamine moiety attached in the aromatic ring.

Now, let us analyze the effects of solvents on CCCN photoluminescence. Fig. 44 shows

the photoluminescence of CCN under photoexcitation at 454 nm. The chalconoid compound

was dispersed in solvents with different polarities. CCN exhibits a broad emission in heptane

with a single band centered at 563 nm. Considering the absorption peak at 377 nm, the Stokes

shift is around 177 nm (8763 cm−1). The fluorescence intensity increases significantly for CNN

dispersed in acetonitrile, characterized by a single band centered at 537 nm. In this case, a

hypsochromic shift occurs in the emission spectrum of CCN as the solvent polarity increases.

Such a behavior is typical of compounds presenting a n → π∗ electronic transition and a

subsequent intramolecular charge transfer. As the absorption peak is 399 nm, the Stokes shift

for CCN in acetonitrile is 138 nm (6441 cm−1). The Stokes shift of CCH in different solvents is
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Figure 43 – Frontier molecular orbitals (MOs) of CCN in (a) heptane and (b) acetonitrile, corresponding
to HOMO-3, HOMO-1, HOMO, and LUMO levels.
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summarized in Table 9.

Table 9 – Stokes shift for chalcone in various solvents.

Solvent λSS
Heptane 177nm
Toluene 173 nm
Dichloromethane 127nm
Acetonitrile 138 nm

The temperature dependence of CCN fluorescence is shown in Fig. 45(a), under photoexci-

tation at 450 nm. The sample temperature varied between 20 ◦C and 40 ◦C, corresponding to

the interval of many biological applications. Acetonitrile was used as the carrier solvent. As the

temperature increases, a pronounced reduction in the CCN emission intensity is observed without

a significant change in the spectral distribution. However, the wavelength of CCN emission

peak (λp) is slightly altered when environmental temperature increases, with λp = 518 nm at

T = 20◦C changing to λp = 528 nm at T = 40◦C. Such a small thermochromic effect indicates

that the gap energy between singlet excited and fundamental states is sensitive to the environ-

mental conditions. More specifically, this result suggests that the molecular geometry is slightly
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Figure 44 – Normalized emission spectra of chalconoid in heptane (solid black line) and acetonitrile
(dashed red line), upon photoexcitation at 454nm. A significant hypsochromic shift takes place in the CCN

emission spectrum as the solvent polarity increases.
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modified when the temperature is enhanced. These results agree with previous studies, where

Ab Initio simulations verified that a small change in the energy gap occurs when chalconoid

molecules are torsioned [256].

Fig. 45(b) presents the variation of the CCN emission intensity at the peak wavelength

when the solvent temperature is varied. As one can observe, the emission intensity decreases

monotonically as the solvent temperature increases, exhibiting an exponential dependence given

by:

I(λp, T ) = I0 + I1e
−(T−T0

T̄ ) , (9.1)

where I0 and I1 are normalized residual and thermal intensity coefficients, T0 is the reference

temperature (T0 = 20◦C), and T̄ defines the temperature range where the emission intensity

decreases significantly. Using such an equation to fit the experimental data, we obtain T̄ =

5.09◦C, I0 = 0.50 and I1 = 0.53, with correlation coefficient R2 = 0.998 and χ2 = 0.001.

In order to investigate the solvation effects on the fluorescence kinetics of CCN, Fig. 46

shows the transient intensity of CCN emission. The time evolution of fluorescence intensities

was measured at 575 nm for toluene and 537 nm for CCN dispersed at acetonitrile. In both

cases, the samples were photoexcited at 454 nm. As noted, the transient intensities exhibit a
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Figure 45 – (a) Normalized emission spectra of CCN in acetonitrile, considering different environmental
temperatures: T = 20◦C (solid black line), T = 26◦C (dashed red line), T = 32◦C (dashed-dotted green

line). (b) variation of CCN emission intensity at the peak wavelength as a function of the solvent
temperature.
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double exponential relaxation in both solvents, with the fluorescence lifetime presenting a strong

dependence on the solvent polarity. More specifically, CCN presents a faster relaxation in the

polar solvent than in the apolar solvent, reinforcing the polar nature of the excited state due to

charge transfer. In apolar solvent, the average lifetime is 2.4 ns, while the average lifetime of the

excited state is 1.2 ns in acetonitrile.
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Figure 46 – Normalized transient intensity of CCN fluorescence for solvents with distinct polarities:
toluene (black line) and acetonitrile (blue line). The dashed lines are the best fitting curves using the

expression I(t) = a1 ∗ exp (−t/τ1) + a2 ∗ exp (−t/τ2).
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CHAPTER 10

CONCLUSION

The results reveal the significant influence of solvent polarity on the luminescence of PY-

RES, evidenced by a sharp redshift and the modification in the spectral distribution as solvent

polarity increases. This observation suggests the participation of different electronic states in

the PY-RES emission mechanism, depending on the solvent medium. In nonpolar solvents, such

as hydrocarbons, PY-RES exhibits a broad emission with strongly overlapping bands, while in

polar solvents, two distinct emission bands are observed, with the lower energy band becoming

predominant in highly polar media.

The dependence of the Stokes shift on solvent polarity was analyzed and correlated with

the variation of the molecular dipole moment of PY-RES upon photoexcitation. The estimate

of a variation of 4.57 D in the dipole moment, obtained through linear regression based on

experimental and theoretical parameters, agrees with the literature for similar compounds, such

as the sodium salt of resorufin. Furthermore, the thermochromatic study of PY-RES revealed

a reduction in emission intensity with increasing temperature, which was more pronounced in

less polar solvents such as dichloromethane. The absence of change in the spectral distribution

indicates that temperature variation does not significantly alter the energy gap between the

excited and ground states in a temperature range of 25 to 40 °C.

The sensitivity of PY-RES to solvent polarity highlights its potential as a physicochemical

probe for detecting adulteration in solvents, such as in the mixture of ethanol and methanol.

The ratiometric behavior of PY-RES emission against different volume fractions of methanol

illustrates its applicability as a fluorescent sensor for detecting alcohol adulteration, with a change

in emission color from green to magenta as the methanol concentration increases.

In this study, we investigated how different solvents influence the electronic absorption and

fluorescence spectra of monocarbonyl curcumin (1E,4E)-1,5-bis(4-(dimethylamino)phenyl)penta-

1,4-dien-3-one (CCM). We complemented the experimental values with computational analyses,

providing information on HOMO-LUMO orbitals and the effects of the solvent on the vertical
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absorption and emission energies.

The results indicate that the solvent’s polarity strongly affects the fluorescence spectrum

of curcumin monocarbonyl. The absorption maxima of CCM ranged from 400 nm to 460 nm,

depending on the polarity of the solvent. A bathochromic (red) shift in the absorption maxima

was observed as the solvent polarity increased, reaching a maximum value of 458 nm in methanol,

which has a high dielectric constant. Computer simulations performed for CCM in methanol

using the B3LYP functional revealed that the HOMO-LUMO spacing in curcumin monocarbonyl

occurs at 2.8 eV, with a theoretical absorption peak at 484 nm, close to the experimental value

in methanol. In addition, the π → π∗ transition was identified at 297 nm and n → π∗ at 497,

confirming the experimentally observed behavior. In the emission spectrum, CCM compound

showed a high Stokes shift in methanol (175.6 nm), which increased with solvent polarity.

This evidences the solvent environment’s significant influence on the excited molecule’s charge

distribution.

The spectral decomposition into Gaussian components showed that the dual emission intensity

distribution between two excited states was solvent-dependent, with variable proportions between

acetonitrile, methanol and aniline, but with constant spectral shapes, which is in agreement with

the Kasha-Vavilov rule. Finally, fluorescence studies at different temperatures indicated that the

emission intensity decreases with increasing temperature while the spectrum’s shape remains

constant. This suggests that solvent-solute interactions, influenced by solvent polarity, play a

crucial role in the stability of the emissive properties of curcumin monocarbonyl under different

thermal conditions.

This study not only elucidates the photochemical and photophysical behavior of curcumin

monocarbonyl in different solvents, but also underscores the impact of intermolecular interac-

tions on its optical properties. These findings open up the potential use of this molecule as an

environment-sensitive probe for applications in analytical chemistry and fluorescent materials,

inspiring further research and development in these fields.

Finaly, this study conducted an in-depth analysis of the optical and electrochemical properties

of the chalconoid (E)-1-(4-aminophenyl)-3-(4-(dimethylamino)phenyl)prop-2-en-1-one. The

investigation encompassed both spectroscopic experiments and theoretical calculations, providing

a comprehensive understanding of the compound’s behavior in different solvent environments.

The UV-vis spectroscopy results revealed two leading absorption bands attributed to the
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π → π∗ and n → π∗ transitions, whose locations varied significantly according to the solvent

used. A bathochromic shift in the absorption bands was observed, especially in less polar solvents

such as heptane and toluene, indicating the solvent environment’s influence on the chalconoid’s

molecular interactions.

Using the CAM-B3LYP functional and the 6-311+G(d,p) basis set, theoretical analysis cor-

roborated the experimental data and allowed a deeper understanding of the electronic transitions

involved. The HOMO-LUMO transition, with an energy gap of 5,406 eV in acetonitrile, was

consistently associated with the π → π∗ transition, while the n → π∗ transition presented a

gap of 6.5 eV. The comparison between the solvatochromism calculations by Linear-Response

Approach and State-Specific Solvation Correction indicated that the latter method accurately

describes the interaction between the solute and the solvent, especially in acetonitrile.

The fluorescence of the chalconoid, when excited at 454 nm, demonstrated a significant

Stokes shift in nonpolar solvents, such as heptane and toluene, reinforcing the influence of the

solvent environment on the emissive properties of the compound. This behavior underscores the

potential of chalcones in optoelectronic applications, inspiring hope for future advancements in

these field.
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APPENDIX A

THE AVERAGE VALUE OF ONE-ELECTRON AND TWO-ELECTRON

OPERATORS

From the equations (6.18) and (6.20), since the electrons are indistinguishable, it is observed

that the expected value of the operator O1 is:

⟨ψ |O1|ψ⟩ =

〈
ψ

∣∣∣∣∣
n∑

i=1

h(i)

∣∣∣∣∣ψ
〉

(A.1)

Applying the operator h(i) to the Hartree-Fock wave function:

⟨ψ |O1|ψ⟩ =
1

n!

n∑
i=1

n!∑
k=1

n!∑
j=1

(−1)pk(−1)pj

×
〈
P̂k {χ1(1)χ2(2) . . . χn(n)} |h(i)|P̂j {χ1(1)χ2(2) . . . χn(n)}

〉 (A.2)

However, we can observe that all terms are equivalent due to the symmetry of the permuted

wave functions1. Therefore, we can express the expected value in terms of a single index i and

multiply it by the number of particles n, as the contributions are the same. Thus, the expression

for the expected value of the operator O1 is:

⟨ψ |O1|ψ⟩ = n
1

n!

n!∑
k=1

n!∑
j=1

(−1)pk(−1)pj

×
〈
P̂k {χ1(1)χ2(2) . . . χn(n)} |h(1)|P̂j {χ1(1)χ2(2) . . . χn(n)}

〉 (A.3)

Here, all terms contribute to the expected value, and the expression has been simplified using the

symmetry of the permuted wave functions. Thus,

1Particles that obey Fermi-Dirac statistics (such as electrons, protons, and neutrons) are called fermions and
their permuted wave functions are antisymmetric. This means that when two particles are exchanged, the overall
wave function changes sign.
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⟨ψ |O1|ψ⟩ = n⟨ψ|h(1)|ψ⟩ = 1

(n− 1)!

n!∑
i=1

n!∑
j=1

(−1)pi(−1)pj

×
〈
P̂i {χ1(1)χ2(2) . . . χn(n)} |h(1)|P̂j {χ1(1)χ2(2) . . . χn(n)}

〉
(A.4)

In the above summations, only the terms with i = j will remain, because if P̂i ̸= P̂j , the

electrons 2, 3, . . . , n will occupy different positions in the permutations and the integrals over

their positions will consequently be zero. In fact, to show that only the terms with i = j contribute

to the above sum, let us consider two permutations P̂i and P̂j , where i ̸= j. This means that

at least two electrons occupy different positions in the two permutations, say, without loss of

generality, that they are electrons k and l, with k < l. Then, we can write:

P̂i {χ1(1)χ2(2) . . . χk(k) . . . χl(l) . . . χn(n)} = {χ1 (i1)χ2 (i2) . . . χk (il) . . . χl (ik) . . . χn (in)}

(A.5)

where i1, i2, . . . , in is a permutation of the indices 1, 2, . . . , n that differs from the permutation

1, 2, . . . , n of the initial configuration only in the positions of the electrons k and l. Similarly, we

can write:

P̂j {χ1(1)χ2(2) . . . χk(k) . . . χl(l) . . . χn(n)} = {χ1 (j1)χ2 (j2) . . . χk (jl) . . . χl (jk) . . . χn (jn)}

(A.6)

where j1, j2, . . . , jn is a permutation of the indices 1, 2, . . . , n that differs from the permutation

1, 2, . . . , n of the initial configuration only in the positions of the electrons k and l.

Considering the integral:

〈
P̂i {χ1(1)χ2(2) . . . χk(k) . . . χl(l) . . . χn(n)} |h(1)|P̂j {χ1(1)χ2(2) . . . χk(k) . . . χl(l) . . . χn(n)}

〉
(A.7)

When i ̸= j, the positions occupied by electrons k and l are different in the two permutations,

which implies that the coordinates of these electrons are different in the two wave functions.
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Therefore, the integral over all the coordinates of the electrons of two integrands with different

wave functions due to the exchange of two electrons, by symmetry, must be zero.

As a consequence, only the permutations that keep the electrons k and l in their corresponding

positions in the original permutation (i.e., those for which i = j) contribute to the sum. Thus,

∫
dr1dr2 . . . drnψ

∗ (rα1,i
, rα2,i

, . . . , rαn,i

)
h(1)ψ

(
rα1,j

, rα2j
, . . . , rαn,j

)
= 0 for i ̸= j (A.8)

This means that, in the original equation for ⟨ψ|O1|ψ⟩, the terms with i ̸= j are zero, and we

can rewrite the equation as:

⟨ψ |O1|ψ⟩ =
1

(n− 1)!

n!∑
i=1

〈
P̂i {χ1(1)χ2(2) . . . χn(n)} |h(1)|P̂i {χ1(1)χ2(2) . . . χn(n)}

〉
(A.9)

In this case, the Hartree-Fock wave function reduces to:

⟨ψ |O1|ψ⟩ =

〈
ψ

∣∣∣∣∣
n∑

i=1

h(i)

∣∣∣∣∣ψ
〉

= n ⟨ψ |h(1)|ψ⟩ (A.10)

This is a crucial result because it shows that the expectation value of a single-particle

operator in the Hartree-Fock approximation can be evaluated using the single-particle wave

functions (orbitals) rather than the full n-particle wave function. Thus, it provides a significant

simplification for calculating expectation values in many-body systems. The same argument can

be applied to the operator O2 and its expectation value is similarly obtained.
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APPENDIX B

VARIATIONAL PRINCIPLE AND THE PROPERTIES OF

HERMITIAN MATRICES

Theorem 1 (Variational Theorem). Given a normalized wave function, Φ, the expected value

of the Hamiltonian operator in this state is greater than or equal to the exact ground state energy.

The functional to be minimized is given by the expression (6.21), with the restriction that the

states are orthonormal, that is,

⟨α | β⟩ − δαβ = 0 (B.1)

where δαβ is the Kronecker delta. This problem can be solved using the technique of Lagrange

multipliers, which consists of minimizing the new functional:

L = E −
∑
α,β

εαβ (⟨α | β⟩ − δαβ) (B.2)

where εαβ are the Lagrange multipliers. These multipliers are elements of a Hermitian matrix,

since, as E is real, it is imposed that L is real.

It is important to highlight some properties of Hermitian matrices. A matrix A is Hermitian if

and only if A = A†, where A† is the adjoint matrix of A. The adjoint matrix of A is the transpose

and complex conjugate of A. Therefore, the elements of a Hermitian matrix satisfy the condition:

Aαβ = A∗
βα (B.3)

where Aαβ is the matrix element at position (α, β) and A∗
βα is the complex conjugate of the

element at position (β, α). And, since the Lagrange multipliers εαβ form this type of matrix, we

can write:

εαβ = ε∗βα (B.4)

This is the condition that must be satisfied by the Lagrange multipliers εαβ to form a
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Hermitian matrix. Note that it is square and has dimensions equal to the number of states we are

considering. Additionally, the diagonal elements of the Hermitian matrix are real, as εαα = ε∗αα,

implying that the imaginary part must be zero.

The main interest is to calculate a small variation δL, such that each state undergoes a small

variation δ. Thus, considering only the linear terms, we obtain

δL = δE −
∑
α,β

εαβ(⟨δα | β⟩+ ⟨α | δβ⟩) (B.5)

To calculate the variation δL, we must first observe that the variation δE can be obtained

from:

δE = δ⟨ψ|Ĥ|ψ⟩ =
n∑

α=1

δ⟨α|h|α⟩+ 1

2

∑
α,β

δ⟨αβ|αβ⟩ (B.6)

Now, let’s calculate the variation of the constraint δ(⟨α | β⟩ − δαβ). Since δαβ does not

depend on ψ, the variation is simply:

δ(⟨α | β⟩ − δαβ) = δ⟨α | β⟩ (B.7)

Then, the variation δL can be written as:

δL = δE −
∑
α,β

εαβδ(⟨α | β⟩ − δαβ) (B.8)

Substituting the variation δ(⟨α | β⟩ − δαβ) into the equation above, we obtain:

δL = δE −
∑
α,β

εαβδ⟨α | β⟩ (B.9)

Note that δ⟨α | β⟩ can be decomposed into two parts:

δ⟨α | β⟩ = ⟨δα | β⟩+ ⟨α | δβ⟩ (B.10)

Substituting this expression into the equation for δL, we obtain:

δL = δE −
∑
α,β

εαβ(⟨δα | β⟩+ ⟨α | δβ⟩) (B.11)
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Thus, considering only the linear terms, the variation δL is given by the above expression.

Let’s expand δE using the expression for E(ψ), (6.21). Thus,

δE = δ⟨ψ|Ĥ|ψ⟩ = δ

[
n∑

α=1

⟨α|h|α⟩+ 1

2

∑
α,β

⟨αβ|αβ⟩

]
(B.12)

First, let’s expand the term δ⟨α|h|α⟩:

δ⟨α|h|α⟩ = ⟨δα|h|α⟩+ ⟨α|h|δα⟩ (B.13)

Next, let’s expand the term δ⟨αβ|αβ⟩:

δ⟨αβ|αβ⟩ = ⟨δαβ|αβ⟩+ ⟨αβ|δαβ⟩ − ⟨δαβ|βα⟩ − ⟨αβ|δβα⟩ (B.14)

Substituting these expansions into the expression for δE, we obtain:

δE =
n∑

α=1

(⟨δα|h|α⟩+ ⟨α|h|δα⟩) +
∑
α,β

{(⟨δαβ | αβ⟩+ ⟨αβ | δαβ⟩)

− (⟨δαβ | βα⟩+ ⟨αβ | δβα⟩)}

(B.15)

Substituting (B.15) into (B.12) and rearranging the terms, we find the expression

δL =
∑
α

⟨δα|h|α⟩+
∑
α,β

(⟨δαβ | αβ⟩ − ⟨δαβ | βα⟩)−
∑
α,β

εαβ⟨δα | β⟩+ CC (B.16)
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APPENDIX C

DERIVATION OF THE ENERGY VARIATION

Consider the variation of Ẽ ≡ Ẽ[ρ] with respect to ni,

∂Ẽ

∂ni

= ti+
∑
j ̸=i

nj
∂tj
∂ni

+

∫
v(r)

∂ρ(r)

∂ni

d3r+

∫∫
∂ρ(r)

∂ni

ρ (r′)

|r− r′|
d3rd3r′+

∫
δExc

δρ

∂ρ

∂ni

d3r (C.1)

where, using (6.68), it can be obtained

∂Ẽ

∂ni

= ti+
∑
j ̸=i

nj
∂tj
∂ni

+

∫
v(r)

∂ρ(r)

∂ni

d3r+

∫∫
∂ρ(r)

∂ni

ρ (r′)

|r− r′|
d3rd3r′+

∫
δExc

δρ

∂ρ

∂ni

d3r (C.2)

By substituting equation (6.68) into the external potential integral, we have:

∫
v(r)

∂ρ(r)

∂ni

d3r =

∫
vKS(r)

∂ρ(r)

∂ni

d3r−
∫

ρ (r′)

|r− r′|
∂ρ(r)

∂ni

d3rd3r′ −
∫
δExc

δρ

∂ρ

∂ni

d3r (C.3)

Substituting this expression into equation (C.2), we have:

∂Ẽ

∂ni

= ti +
∑
j ̸=i

nj
∂tj
∂ni

+

∫
vKS ∂ρ

∂ni

d3r−
∫

ρ (r′)

|r− r′|
∂ρ(r)

∂ni

d3rd3r′ −
∫
δExc

δρ

∂ρ

∂ni

d3r (C.4)

Therefore, the final expression is:

∂Ẽ

∂ni

= ti +
∑
j ̸=i

nj
∂tj
∂ni

+

∫
vKS ∂ρ

∂ni

d3r (C.5)
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From equation (6.68), we have:

∂vKS

∂ni

=
∂

∂ni

(
v(r) +

∫
ρ(r′)

|r− r′|
d3r′ + vxc[ρ]

)
=

∫
∂ρ(r′)

∂ni

1

|r− r′|
d3r′ +

δvxc
δρ

∂ρ

∂ni

(C.6)

Substituting into the expression for ∂Ẽ
∂ni

, we have:

∂Ẽ

∂ni

= ti +
∑
j ̸=i

nj
∂tj
∂ni

+

∫ (
vKS −

∫
∂ρ(r′)

∂ni

1

|r− r′|
d3r′ − δvxc

δρ

∂ρ

∂ni

)
∂ρ

∂ni

d3r

+

∫∫
∂ρ(r)

∂ni

ρ (r′)

|r− r′|
d3rd3r′ +

∫
δExc

δρ

∂ρ

∂ni

d3r

= ti +
∑
j ̸=i

nj
∂tj
∂ni

+

∫
vKS ∂ρ

∂ni

d3r−
∫∫

∂ρ(r)

∂ni

ρ(r′)

|r− r′|
d3r′ d3r

+

∫
δvxc
δρ

∂ρ

∂ni

∂ρ

∂ni

d3r+

∫
δExc

δρ

∂ρ

∂ni

d3r

(C.7)

Note that in the second equality we used the definition of vKS given in (6.68) and the

previously obtained expression for ∂vKS

∂ni
.

We can write the above expression more compactly as:

∂Ẽ

∂ni

= ti +
∑
j

nj
∂tj
∂ni

+

∫
δExc

δρ

∂ρ

∂ni

d3r+

∫
vKS(r)

∂ρ

∂ni

d3r (C.8)

+

∫
δvxc
δρ(r)

∂ρ(r)

∂ni

d3r−
∫∫

ρ(r′)

|r− r′|
∂ρ(r)

∂ni

d3rd3r′. (C.9)

∂Ẽ

∂ni

= ti +
∑
j ̸=i

nj
∂tj
∂ni

+

∫
vKS ∂ρ

∂ni

d3r (C.10)

From equation (6.72), one obtains

∂tj
∂ni

=

∫
∂ψ∗

j

∂ni

(
−1

2
∇2

)
ψjd

3r+ CC (C.11)

where CC denotes the complex conjugate. Therefore, using expression (6.72) and the fact that

∂ρ(r)/∂ni = |ψi(r)|2 +
∑

j ̸=i nj∂ |ψj(r)|2 /∂ni, expression (C.10) can be rewritten as
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∂Ẽ

∂ni

= εi −
∫
ψ∗
i

(
vKS[ρ]

)
ψid

3r+
∑
j ̸=i

nj

[∫
∂ψ∗

j

∂ni

(
−1

2
∇2

)
ψjd

3r+ CC
]

+

∫
vKS

[
|ψi(r)|2 +

∑
j ̸=i

nj
∂ |ψj(r)|2

∂ni

]
d3r

∂Ẽ

∂ni

= εi +
∑
j ̸=i

nj

[∫
∂ψ∗

j

∂ni

(
−1

2
∇2 + vKS

)
ψjd

3r+ CC
] (C.12)

or alternatively,

∂Ẽ

∂ni

= εi +
∑
j ̸=i

εjnj

[∫
∂ψ∗

j

∂ni

ψjd
3r+ CC

]
= εi +

∑
j ̸=i

εjnj

[∫
∂ |ψj(r)|2

∂ni

d3r

]
(C.13)

Since the states ψj(r) are normalized, it is known that

∫
∂ |ψj(r)|2

∂ni

d3r =
∂

∂ni

∫
|ψj(r)|2 d3r = 0 (C.14)

Thus, the final expression is

∂Ẽ

∂ni

= εi (C.15)
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